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Abstract. We present a procedure for proving the validity of first-order formulas in the presence of decision procedures for an interpreted subset of the language. The procedure is designed to be practical: formulas can have large complex boolean structure, and include structure sharing in the form of let-expressions. The decision procedures are only required to decide the unsatisfiability of sets of literals. However, T-refuting substitutions are used whenever they can be computed; we show how this can be done for a theory of partial orders and equality. The procedure has been implemented as part of STeP, a tool for the formal verification of reactive systems. Although the procedure is incomplete, it eliminates the need for user interaction in the proof of many verification conditions.

1 Introduction

We present a procedure for proving the validity of first-order formulas in the presence of decision procedures. Our procedure is motivated by formal verification, and shaped by the requirements of this problem domain. The Stanford Temporal Prover (STeP) [6] is a tool for the formal verification of reactive systems, including both hardware and software. Given a system description S, and a temporal specification ϕ to be proved for S, the deductive component of STeP generates verification conditions, first-order formulas that, if valid, establish the S-validity of ϕ. (See [20] for a description of this verification methodology.)

The validity of verification conditions is established relative to the usual theories of equality, inductive datatypes, integers, linear arithmetic, rationals, partial orders and finite domains. We want to build these theories into the deductive process as much as possible. For parameterized programs and real-time systems, verification conditions often include quantifiers, so ground reasoning is not enough; pure first-order reasoning is also insufficient. These formulas are mathematically trivial theorems, but are tedious to prove using interactive theorem-proving,
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and a verification effort can involve establishing dozens of them. Therefore, a procedure that can automatically establish the validity of most or all of these verification conditions is highly desirable, even if it is not complete.

Integrating specialized decision procedures into general first-order theorem proving systems is a much-discussed problem with a long line of research [25]. Much of this work has been carried out in the context of resolution, including theory resolution [28], constrained resolution [8], and the use of specialized unification [16, 2]. However, these methods usually make special demands on the decision procedures (computation of residues or complete sets of most general unifiers, identifying $T$-unsatisfiable subsets, etc.). These requirements are not always satisfied by otherwise fast and efficient decision procedures. Furthermore, in a resolution setting they perform poorly on large formulas with a complex boolean structure.

Note that for some of the theories we consider, such as first-order logic with arithmetic, complete proof systems are impossible to obtain. However, our abstract procedure is complete for pure first-order logic (i.e. for the empty theory) and theories for which an appropriate version of Herbrand's theorem holds. This theoretical completeness claim holds for implementations that enumerate all possible substitutions. However, it does not hold for the much more effective selective generation of substitutions by unification and incomplete theory reasoning that we use in practice.

Our procedure is an extension of the Davis-Putnam-Loveland-Logemann propositional satisfiability checker [13, 12]. It operates on formulas in nonclausal form, and is extended to consider quantifiers. The procedure is intended to preserve the original structure of the formula, including structure sharing using let-expressions, as much as possible. Case splitting, instantiation, skolemization and simplification can all be performed incrementally, in a uniform setting. We take advantage of instantiations suggested by decision procedures whenever available, but can also use "black-box" procedures that only provide yes/no answers. We show how instantiations can be computed for a theory of partial orders with equality, and give some representative examples.

We should note that the STeP system includes other algorithms for the simplification of formulas (that is, producing simpler, equivalent formulas). In this paper we focus on a pure validity testing procedure.

**Related work:** Two other recent procedures have demonstrated practical utility for formal verification. The Stanford Validity Checker (SVC) [3] is a decision procedure for propositional logic extended with uninterpreted function symbols, equality, linear arithmetic, and other interpreted functions. The design of SVC is motivated by hardware verification tasks, but it has also been used in conjunction with the PVS system [24] as a general-purpose decision procedure. Unlike our procedure, SVC is restricted to ground formulas, that is, quantifiers are not considered. Like our procedure, it does not require clausal form.

The Extended Static Checking (ESC) project [22, 15] automatically detects simple run-time errors in annotated Modula-3 programs at compile time. Its underlying theorem-proving procedure also appears similar to ours. Like ours,
it can handle quantifiers, and is designed to be efficient rather than complete. Unlike our procedure, this prover uses only clausal form, and restricts quantifier duplication to matching (see Section 3.2).

All three procedures conduct a backtracking search for a falsifying assignment, and have many decision procedures in common (see Section 5).

2 Preliminaries

Formulas and expressions: To facilitate the specification of reactive systems and their properties, STeP uses a first-order language with a rich and flexible syntax. Formulas are in nonclausal form, and boolean formulas can be nested inside arbitrary function symbols (as in if...then...else expressions). An essential construct is let-binding, which explicitly represents structure sharing within an expression.

Therefore, our expressions will include first-order quantification, the usual set of boolean connectives (\(\lor, \land, \neg, \rightarrow, \leftrightarrow, \text{if-then-else}\)), and the construct \(\text{let } x = e_1 \text{ in } e_2\) for a variable \(x\) and arbitrary expressions \(e_1\) and \(e_2\). The scope of \(x\) is \(e_2\); occurrences of \(x\) in \(e_1\) are bound outside the \text{let} expression. Note that, for instance, OBDD nodes can be represented by \text{let}-bound variables, allowing a linear translation from OBDDs to a formula with \text{let}-expressions.

For a given formula \(\mathcal{F}\), the universal closure of \(\mathcal{F}\), written \(\forall \mathcal{F}\), is the formula \(\forall x_1, \ldots, \forall x_n, \mathcal{F}\) where \(\{x_1, \ldots, x_n\}\) are the free variables of \(\mathcal{F}\). The existential closure of \(\mathcal{F}\), written \(\exists \mathcal{F}\), is defined similarly.

A substitution \(\theta\) is a mapping \(\theta : \{x_1 \mapsto t_1, \ldots, x_n \mapsto t_n\}\), where \(x_1, \ldots, x_n\) are distinct variables and \(t_1, \ldots, t_n\) are terms. \(e[\theta]\) is the result of simultaneously replacing all free occurrences of \(x_i\) by \(t_i\) in the expression \(e\). We also write \(e[t/x]\) for \(e\{x \mapsto t\}\). Replacement is always safe, in that quantifiers are renamed to prevent capture, and bound variables are not replaced (see [21]). For substitutions \(\theta\) and \(\varphi\), \(\theta \cdot \varphi\) is the substitution such that \(x(\theta \cdot \varphi) = (x\theta)\varphi\). \(\theta\) is more general than \(\varphi\) if \(\theta \cdot \gamma = \varphi\) for some \(\gamma\). The empty substitution is written as \(\{}\).

An atom is a formula with no boolean connectives; a literal is an atom or its negation. A top-level conjunct of a formula \(\mathcal{F}\) is one of \(\mathcal{F}\); if \(\mathcal{F}\) is of the form \(\mathcal{F}_1 \land \cdots \land \mathcal{F}_n\), and \(\mathcal{F}\) otherwise. A top-level literal is a top-level conjunct that is a literal. We write \(\mathcal{F}[e]\) for a formula with one or more occurrences of subexpression \(e\), where \(e\) does not occur within the scope of a quantifier.

Polarity: We define the polarity of a subexpression in \(\mathcal{F}\) in the usual way [21]: an occurrence of a subexpression \(e\) is positive (resp. negative) in \(\mathcal{F}\) if it occurs within an even (resp. odd) number of negations, written as \(\mathcal{F}[e]^+\) (resp. \(\mathcal{F}[e]^−\)). An occurrence has both polarities, written as \(\mathcal{F}[e]^\pm\), if it appears under the \(\leftrightarrow\) boolean connective or in the if-clause of an if-then-else expression. If \(e\) has two occurrences in \(\mathcal{F}\), one positive, and one negative, we can refer to both occurrences by \(\mathcal{F}[e]^\pm\).

\(\mathcal{F}[e]^+, \mathcal{F}[e]^−\) and \(\mathcal{F}[e]^\pm\) respectively denote strictly positive, strictly negative and bipolar occurrences of \(e\) in \(\mathcal{F}\).
**Theories and decision procedures:** Our goal is to decide general validity with respect to a background theory or combination of theories $\mathcal{T}$ (not necessarily complete or first-order axiomatizable). Following [4], we define the following semantic properties of formulas:

**Definition 1.** A closed sentence $\mathcal{F}$ is $\mathcal{T}$-valid if every model of $\mathcal{T}$ satisfies $\mathcal{F}$, and $\mathcal{T}$-unsatisfiable if no model of $\mathcal{T}$ satisfies $\mathcal{F}$.

**Definition 2 (T-complementary).** A sentence $\mathcal{F}$ is $\mathcal{T}$-complementary if $\exists \theta. \mathcal{F}$ is $\mathcal{T}$-unsatisfiable.

**Definition 3 (T-refuter).** $\theta$ is a $\mathcal{T}$-refuter, or $\mathcal{T}$-refuting substitution, for a sentence $\mathcal{F}$ if $\mathcal{F}\theta$ is $\mathcal{T}$-complementary.

The last two notions are extended to sets of formulas by identifying a set with the conjunction of its elements. $\mathcal{T}$-complementary sets of literals in theory reasoning correspond to syntactically complementary pairs of literals in resolution—no instance is satisfiable in the theory.

A decision procedure for a theory $\mathcal{T}$ should always be able to identify the $\mathcal{T}$-complementarity of a set of quantifier-free literals. However, if $\mathcal{T}$ is a combination of theories, each with its own decision procedure, we do not expect to obtain a combined decision procedure that is complete for the combined theory (i.e., not all $\mathcal{T}$-unsatisfiable sets will be identified). On some occasions, decision procedures will also be able to provide $\mathcal{T}$-refuting substitutions for a given set of literals. In Section 5 we describe how this can be done in a particular case.

In the rest of this paper, validity and satisfiability will always be understood relative to a theory $\mathcal{T}$, unless it is explicitly stated otherwise.

### 3 Refutation Search: A General Procedure

For an arbitrary closed formula $\mathcal{G}$, satisfiability-preserving skolemization constructs a quantifier-free formula $\text{Sk}(\mathcal{G})$ such that $\forall^*.\text{Sk}(\mathcal{G})$ is satisfiable iff $\mathcal{G}$ is satisfiable. $\mathcal{G}$ is valid iff $\neg \mathcal{G}$ is unsatisfiable, which is the case iff $\forall^*.\text{Sk}(-\mathcal{G})$ is unsatisfiable. This is the case if (but not only if) there is a ground-unsatisfiable instance $\text{Sk}(-\mathcal{G})\theta$. Thus, the validity of a first-order formula can be established by finding a substitution for which a given quantifier-free formula is ground-unsatisfiable.

We now present a procedure in which skolemization, instantiation, quantifier duplication and the refutation search are all carried out within a unified framework. The procedure operates on a set $\mathcal{S}$ of formulas $\{\mathcal{F}_1, \ldots, \mathcal{F}_n\}$, where $\mathcal{S}$ is said to be satisfiable iff $\forall^*. (\mathcal{F}_1 \lor \ldots \lor \mathcal{F}_n)$ is satisfiable. To finish a proof we need to show that all of the elements of $\mathcal{S}$ are, in fact, unsatisfiable, under a common instantiation. The abstract procedure proceeds by transforming the set $\mathcal{S}$, at each step applying one of the rules in Figure 1.

---

2 Note that decision procedures are not expected to reason about boolean formulas.
succeed \( \emptyset \) \( \rightarrow \) refuted
reduce \( \{ \text{false} \} \cup S \) \( \rightarrow S \)

simplify \( \{ F \} \cup S \) \( \rightarrow \{ \text{SIMPLIFY}(F) \} \cup S \)

split \( \{ F[e] \} \cup S \) \( \rightarrow \{ e = d_i \land F \mid d_i \in \text{dom}(e) \} \cup S \)

instantiate \( S \) \( \rightarrow S \theta : \{ F \theta \mid F \in S \} \) for some substitution \( \theta \)

skolemize\( ^+ \) \( \{ F[\forall x. \varphi] \} \cup S \) \( \rightarrow \{ F[\varphi[y/x] \land \forall x. \varphi]^+ \} \cup S \)

skolemize\( ^- \) \( \{ F[\forall x. \varphi] \} \cup S \) \( \rightarrow \{ F[\varphi[f_{x}(\overline{y})/x]]^- \} \cup S \)

skolemize\( ^\# \) \( \{ F[\forall x. \varphi]^\# \} \cup S \) \( \rightarrow \left\{ \left( a_x(\overline{y}) \land \forall x. \varphi \right) \lor \left( \neg a_x(\overline{y}) \land \neg \forall x. \varphi \right) \right\} \cup S \)

let-eliminate \( \{ F \left[ \begin{array}{l} \text{let } x = e_1 \\ \text{in } e_2 \end{array} \right] \} \cup S \rightarrow \{ f_x(\overline{y}) = e_1 \land F[e_2[f_x(\overline{y})/x]] \} \cup S \)

**Fig. 1.** Rules for general \( \mathcal{T} \)-refuting procedure

- **succeed:** This rule concludes the refutation search.
- **reduce:** \textit{false} can be disregarded in the search for a satisfiable disjunct.
- **simplify:** \( F \) is simplified, possibly to \textit{false}, by the available decision procedures and simplification mechanisms (see Section 5). \text{SIMPLIFY}(F) simplifies \( F \) with respect to its top-level literals, producing a formula \( \mathcal{T} \)-equivalent to \( F \). Minimal requirements for \text{SIMPLIFY} are:
  - If \( e = d_i \) is a top-level literal of the formula, then \( e \) occurs nowhere else in the simplified formula.
  - If the top-level literals of the formula are recognized as \( \mathcal{T} \)-complementary, then the simplified formula is \textit{false}.
- **split:** Subexpressions \( e \) taking values from a finite domain \text{dom}(e) can be analyzed according to the domain values. This includes boolean subformulas \( e \), which are split with \( e = \text{false} \) and \( e = \text{true} \). In this case, the conjuncts added are \( \neg e \) and \( e \), respectively. Special cases of this rule are discussed in Section 4.
- **instantiate:** The substitution \( \theta \) can instantiate free variables in \( S \) by arbitrary (quantifier-free) terms.
- **skolemize\(^+\):** \( y \) is a fresh variable.\(^3\)
- **skolemize\(^-\):** \( \overline{y} \) is a tuple of all the free variables in \( \forall x. \varphi \) and \( f_x \) is a fresh function symbol.
- **skolemize\(^\#\):** \( a_x \) is a fresh predicate symbol, and \( \overline{y} \) is a tuple of all the free variables in \( \forall x. \varphi \).
- **let-eliminate:** \( \overline{y} \) is a tuple of all the free variables in \( e_1 \) and \( f_x \) is a fresh function symbol.

\(^3\) Similar skolemization rules apply to existential quantifiers, when \( \exists x. \varphi \) has the opposite polarity.
3.1 Main Properties

We write $\mathcal{S} \rightarrow^\ast \mathcal{S}'$ if one or more rules transform the set $\mathcal{S}$ into the set $\mathcal{S}'$. We say that a rule preserves satisfiability when it transforms $\mathcal{S}$ to $\mathcal{S}'$, if:

$$\forall \mathcal{F} \in \mathcal{S} \text{ is } \mathcal{T}\text{-satisfiable} \iff \forall \mathcal{F} \in \mathcal{S}' \text{ is } \mathcal{T}\text{-satisfiable}.$$  

**Lemma 4.** Except for instantiate, each rule in Section 3 preserves satisfiability when applied to any set $\mathcal{S}$. If the original set contains only closed formulas, and only these rules are applied, then instantiate preserves satisfiability as well.

In practice, we are only concerned with the “only if” direction of satisfiability preservation. This direction is always maintained by the instantiate rule, as well as the rule refinements we consider later on. If the old set is satisfiable only if the new one is, then we have:

**Theorem 5 (Soundness).** For any closed formula $\mathcal{F}$, if $\{\neg \mathcal{F}\} \rightarrow^\ast \text{ refuted then } \mathcal{F}$ is $\mathcal{T}\text{-valid}.$

Rules that preserve satisfiability are invertible: if $\mathcal{S} \rightarrow \mathcal{S}'$ using an invertible rule, then $\mathcal{S} \rightarrow^\ast \text{ refuted } \text{ iff } \mathcal{S}' \rightarrow^\ast \text{ refuted.}$ Lemma 4 tells us that all the rules in Section 3 are invertible. In particular, rules reduce, skolemize$^-$, and leteliminate should be applied whenever possible, since they reduce the complexity of $\mathcal{S}$ and preserve satisfiability. Finally, we have:

**Theorem 6 (First-order completeness).** Let $\mathcal{F}$ be a closed first-order formula. If $\mathcal{F}$ is (generally, or $\emptyset$-) valid then $\{\neg \mathcal{F}\} \rightarrow^\ast \text{ refuted}.$

This follows, for example, from the completeness of the general matings procedure, given a suitable amplification of the formula $[1]$. As in the case of resolution $[26]$, the completeness of most such procedures relies on Herbrand’s theorem to guarantee that an appropriate finite ground instantiation always exists. Herbrand’s theorem can be extended to account for certain classes of background theories $[16, 4, 17]$. Since practical implementations will sacrifice completeness by considering only instantiations with a limited amount of quantifier duplication, (see Section 3.2), we will not be concerned with ensuring that such an extended Herbrand theorem holds.

**Theorem 7 (Ground decidability).** Let $\mathcal{F}$ be a closed formula where all occurrences of $\forall$ are strictly positive. If $\{\neg \mathcal{F}\} \rightarrow^\ast \{\mathcal{F}'\} \cup \mathcal{S}$ and $\mathcal{F}'$ is $\mathcal{T}\text{-consistent}$, then any $\mathcal{T}\text{-model for } \mathcal{F}'$ is also a model for $\neg \mathcal{F}$.

Thus, if we can decide the $\mathcal{T}\text{-consistency of a formula } \mathcal{F}'$ obtained from the analysis of $\neg \mathcal{F}$, then we can conclude that $\mathcal{F}$ is not valid; a model for $\mathcal{F}'$ is a counterexample.
3.2 Equations, Rewrites and Limited Quantifier Duplication

To narrow the search, one can limit the number of quantifier duplications in rule skolemize++. For most practical applications the quantifier need not be duplicated at all, using the following rule:

- skolemize$: \{\mathcal{F}[\forall x, \varphi]^q\} \cup S \rightarrow \{\mathcal{F}[\varphi[y/x]]\} \cup S.$

In this case, rules skolemize$^+$ and skolemize$^\dagger$ should take precedence over split, and the entire formula is fully skolemized before the search begins.

As a special case of quantifier duplication, conjuncts can be added whenever they are an immediate consequence of a universally quantified top-level literal. In general, a common case is that of equalities: if the formula $\forall\ast.(s = t)$ is known (variables renamed apart), one can add the rules:

- rewrite: $\{\mathcal{F}[e]\} \cup S \rightarrow \{e = t\theta \land \mathcal{F}[e]\} \cup S$ where $e = s\theta$.
- narrow: $\{\mathcal{F}[e]\} \cup S \rightarrow \{(e = t \land \mathcal{F}[e]) \cup S\} \theta$ where $e\theta = s\theta$.

In this way, equations that are not terminating or confluent can be applied step by step. A conditional rewrite rules, which rewrites $e$ to $e'$ under condition $e$, can be applied yielding $\{(e\theta \rightarrow e = e') \land \mathcal{F}[e]\} \cup S$ or adding the equality $e = e'$ after ensuring that $e\theta$ holds under the assumption $\mathcal{F}[e]$.

3.3 Sequent Calculus

The above presentation is analogous to proof in a Gentzen-style sequent calculus, where each transformation corresponds to a rule, and each element of the set $S$ is a branch in the proof. To illustrate this, we show how well-founded (transfinite) induction and a cut rule can be added in very much the same way they are added to sequent-style calculi. (These rules are not part of our implementation, described in Section 4.)

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>induction</td>
<td>${\mathcal{F}[\forall x, \varphi]} \cup S \rightarrow {\mathcal{F} \left[ \forall y. (y \not\prec x \rightarrow \varphi[y/x]) \right]} \cup S$</td>
</tr>
<tr>
<td>cut</td>
<td>${\mathcal{F}} \cup S \rightarrow {\mathcal{G} \land \mathcal{F}, \neg\mathcal{G} \land \mathcal{F}} \cup S$ for an arbitrary formula $\mathcal{G}$.</td>
</tr>
</tbody>
</table>

In the induction rule, $\not\prec$ should be a well-founded order, and $y$ a fresh variable.

A standard proof-theoretic analysis can demonstrate how to transform an arbitrary Gentzen-style derivation into a derivation of the calculus presented here, and vice versa. Furthermore, a cut-elimination theorem holds for the calculus presented here: derivations involving splits on non-atomic formulas can be converted into derivations using only splits on atomic formulas. Uses of rule cut can also be eliminated from the first-order (uninterpreted) calculus using a standard cut-elimination procedure.

---

$^+$ Quantifier duplication in the ESC system [15] is in the form of such matching, limited by a heuristic bound.
4 Refutation Search: Backtracking Implementation

Following is a description of the nondeterministic refutation search procedure rewritten to suggest a practical implementation that uses depth-first search with backtracking. It assumes the formula has already been skolemized. When successful, $\text{REFUTE} (\mathcal{F}; \{\})$ returns a $\mathcal{T}$-refuting substitution for $\mathcal{F}$. Our inspiration for this approach is the Davis-Putnam-Loveland-Logemann (DPLL) propositional satisfiability procedure, which is effective and requires little memory.

$$\text{REFUTE} (\mathcal{F}, \sigma_1) =$$
$$\mathcal{F}' \leftarrow \text{SIMPLIFY} (\mathcal{F} \sigma_1)$$
$$\text{if } \mathcal{F}' = \text{false then } \text{return } \sigma_1$$
$$\text{else do one of}$$
$$\text{instantiate: } \theta \leftarrow \text{a substitution}$$
$$\text{return } \text{REFUTE} (\mathcal{F}', \sigma_1 \cdot \theta)$$
$$\text{split: } e, \{d_1, \ldots, d_n\} \leftarrow \text{an expression and possible values}$$
$$\sigma_2 \leftarrow \text{REFUTE} (e = d_1 \land \mathcal{F}', \sigma_1)$$
$$\sigma_3 \leftarrow \text{REFUTE} (e = d_2 \land \mathcal{F}', \sigma_2)$$
$$\vdots$$
$$\text{return } \text{REFUTE} (e = d_n \land \mathcal{F}', \sigma_n)$$
$$\text{amplify: } \mathcal{G} \leftarrow \text{an amplification formula}$$
$$\text{return } \text{REFUTE} (\mathcal{G} \land \mathcal{F}', \sigma_1)$$

The DPLL procedure is an instance of $\text{REFUTE}$ when $\mathcal{F}$ is in clause form. $\text{SIMPLIFY}$ implements unit resolution and subsumption, only the $\text{split}$ operation is used, and $e$ is an atomic formula that occurs in a nonunit clause. The added $\text{instantiate}$ and $\text{amplify}$ operations extend the substitution and formula respectively. The approach is reminiscent of the search for general matings [1, 5, 19] except here paths are refuted by $\mathcal{T}$-complementary sets of literals instead of syntactically complementary pairs (cf. theory matings [28]).

The $\text{instantiate}$ operation: $\text{instantiate}$ extends the current substitution $\sigma_1$ by a substitution $\theta$ chosen “don’t know” nondeterministically with backtracking. Ideally, if $\mathcal{F}'$ is unsatisfiable, then $\theta$ should be a $\mathcal{T}$-refuting substitution for $\mathcal{F}'$. $\mathcal{T}$-refuters for the top-level literals of $\mathcal{F}'$ can sometimes be found and used as $\theta$.5 $\mathcal{T}$-refuters include substitutions that make literals complementary by ordinary unification; others may be proposed by the decision procedures (see Section 5). Saving substitutions $\sigma_1$ for which $\text{REFUTE}$ fails enables elimination of redundant work due to duplicate substitutions.

Trying to find a refutation using only the $\mathcal{T}$-refuters one knows about may seem overly optimistic, but it appears to work often enough to be a reasonable approach.

5 When a substitution known to be a $\mathcal{T}$-refuter of the top-level literals is chosen as $\theta$, the succeeding call on $\text{REFUTE}$ is guaranteed to succeed immediately and can be optimized away.
A second, less optimistic approach entails enumerating in advance possible values for the variables in the formula. The \textit{instantiate} operation would then be used to generate the space of alternative substitutions. A good, but still incomplete way of finding possible values is to look at the positions of variables in the formula and then find terms that occur in complementary positions. For example, \( t \) is a possible value for \( x \) if \( x \) occurs as argument \( i \) of \( P \) and \( t \) as argument \( i \) of \( \neg P \). The notion of complementary position can be extended in theory-specific ways, e.g., \( t \) and \( x \) are in complementary positions in \( s \prec t \) and \( x \prec y \) (see Section 5.1). Our current focus and examples use the first approach.

**The split operation:** \textit{split} can select an atom \( e \) to split on with possible values \textit{true} and \textit{false} as in the DPLL procedure, provided \( e \) or \( \neg e \) is not already a top-level literal (to avoid repetition). As an extension of the DPLL procedure, \textit{split} can also select a nonconstant term \( e \) to split on with the elements of its finite domain \( \{d_{1}, \ldots, d_{n}\} \) as values.

Good heuristic selection of what expression to split on can have a dramatic effect on the size of the search space. Unlike the DPLL procedure, we are using nonclausal, nonground formulas, but criteria similar to those used in the DPLL procedure [18] are useful, such as number of occurrences and the length of the shortest clause a literal would occur in if the formula were converted to clause form. Constraint satisfaction heuristics, such as preferring expressions with smaller domains to split on first, can also be used.

In the DPLL procedure, the selection of which atom to split and the order of values to try are “don’t care” nondeterministic choices that affect the search space but not completeness. However, this selection can affect whether \textit{REFUTE} succeeds or not. For \textit{REFUTE}, we assume that \( \mathcal{T} \)-complementarity can be recognized, but not that \( \mathcal{T} \)-refuters can always be found. For example, the \( \mathcal{T} \)-complementarity of \( P(2) \land \neg P(1+1) \) may be recognized without assuming that the decision procedures are also able to propose \( \{x \mapsto 1\} \) as a \( \mathcal{T} \)-refuter of \( P(2) \land \neg P(x+1) \). When \textit{REFUTE} is applied to \( P(2) \land Q(1) \land (\neg P(x+1) \lor \neg Q(x)) \), some search orders would succeed, because \( \{x \mapsto 1\} \) is discovered as a unifier for \( Q(1) \land \neg Q(x) \) before attempting to refute \( P(2) \land \neg P(x+1) \), while others would fail when the latter subproblem is encountered first. However, backtracking through alternative orders of splitting is combinatorially expensive, so we do not do it and accept this additional source of incompleteness.

**The amplify operation:** Davis [11] defines \textit{obvious inferences} as those that only require substitution for single instances of the formulas (i.e., no quantifier duplication is needed). The combination of \textit{split} and \textit{instantiate} is complete for obvious first-order inferences. It will also make some obvious \( \mathcal{T} \)-inferences, though not all. Even if \( \mathcal{T} \) consists only of the theory of equality, the undecidability of simultaneous rigid \( E \)-unification [14] limits completeness of obvious \( \mathcal{T} \)-inference procedures.

Using only \textit{split} and \textit{instantiate} is our preferred approach. They are sufficient for the examples in this paper, which we believe are typical problems for STeP. The search space is finite and often small. If quantifier duplication is allowed, the search space would be much larger (with limited duplication) or infinite (with
unlimited duplication). The single-instance restriction is a natural one that is readily understood by the user. The restriction is easily circumvented by the user’s explicit inclusion of additional copies of the formulas (e.g., by manual application of \texttt{skolemize}+).

Nevertheless, the \textit{amplify} operation is allowed to do limited quantifier duplication, principally for the purpose of applying rewrites. Rather than duplicating a quantifier “in place”, \textit{amplify} is defined to add an amplification formula as a conjunct to the formula being refuted. The amplification formula may be any formula that can be soundly used in the refutation; it will typically be a fresh instance of a rewrite or premise (see Section 3.2).

5 Integration with Decision Procedures

Like the PVS [24], SVC [3] and ESC [15] systems, our decision procedures rely heavily on congruence closure [23] for efficient treatment of ground equality. We also use Shostak’s combination of decision procedures [27, 10], where congruence closure is the basis for combining \textit{solvable} theories, such as linear arithmetic.

On this base, we add specialized procedures for partial orders and linear inequalities, built-in simplification, special treatment of datatype constructors and destructors, and conditional and unconditional rewrite rules. These are used in the \textit{SIMPLIFY} component of our implementation.

The decision procedures maintain a specialized data-structure, called the \textit{context}, that is updated incrementally as new constraints are asserted. The context maintains a union-find structure for congruence closure, a transitivity graph for partial orders and a loop-residue structure for linear arithmetic.

Most of the above procedures do not, by themselves, suggest \textit{T}-refuting substitutions. We now briefly describe a combination of decision procedures for congruence closure and partial orders, and its use in obtaining \textit{T}-refuting substitutions.

5.1 The Theory of Partial Orders

For a partial order \textit{\textless}, we represent a conjunction of equality and inequality constraints \((t_1 \prec t_2, t_1 \preceq t_2, t_1 = t_2,\) and their negation) using a directed graph \(\mathcal{G}\), called the \textit{transitivity graph}. Edges in \(\mathcal{G}\) are labeled by either \(\preceq,\neq,\) or \(\neq\), where the \(\neq\)-edges are undirected. Vertices are labeled by disjoint sets of terms.

With an arbitrary term \(t\) we associate a vertex \(v_t\) in the transitivity graph as follows: if there is a vertex \(v\) in \(\mathcal{G}\) such that \(t \in v\), then \(v_t = v\); otherwise, \(v_t\) is a new vertex labeled with \(\{t\}\).

Constraints are added incrementally to the transitivity graph as follows:

- \(t_1 = t_2\): Merge the vertices \(v_{t_1}\) and \(v_{t_2}\), redirecting all edges from (to) \(v_{t_1}\) and \(v_{t_2}\) from (resp. to) the new vertex. Label the new vertex with \(v_{t_1} \cup v_{t_2}\).
- \(t_1 \preceq t_2\) (\(t_1 \neq t_2, t_1 \neq t_2\)): Update \(\mathcal{G}\) adding an edge from \(v_{t_1}\) to \(v_{t_2}\), labeled \(\preceq\) (resp. \(\neq, \neq\)).
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\[ t_1 \prec t_2: \text{ Update } G \text{ by adding the constraints } t_1 \preceq t_2 \text{ and } t_1 \neq t_2. \]
\[ t_1 \not\prec t_2: \text{ Update } G \text{ by adding the constraints } t_1 \not\preceq t_2 \text{ and } t_1 \neq t_2. \]

Total orders are a special case, where constraints of the form \( t_1 \not\prec t_2 \) are treated as \( t_2 \preceq t_1 \), so \( \not\prec \) edge labels are not used.

A transitivity graph \( G \) can be collapsed to \( G' \) by creating a vertex \( V \) in \( G' \) for each maximally strongly connected subgraph (MSCS) \( \{v_1, \ldots, v_n\} \) in \( G \), considering only \( \preceq \)-edges. The new vertex \( V \) is labeled with \( v_1 \cup \ldots \cup v_n \). An edge \( (V, r, V') \) is added to \( G' \) iff there is an edge \( (v, r, v') \) in \( G \) such that \( v \subseteq V \) and \( v' \subseteq V' \). If a reversed \( \not\prec \)-edge completes a loop formed by \( \preceq \) edges, the corresponding nodes are joined in \( G' \) as well. Tarjan’s algorithm for finding MSCS’s can be used to collapse a transitivity graph in linear time.

A decision procedure results from the following observation: a conjunction of inequality constraints is unsatisfiable in the theory of partial orders iff its associated transitivity graph is collapsed into a contradictory graph, one that contains a \( (v, \not\equiv, v) \) edge.

The above procedure is tightly integrated with congruence closure by replacing each vertex label \( t \) by an equivalence class (a congruence closure node), representing all the terms equal to \( t \) under the known set of equalities. Collapsing cycles among \( \preceq \) edges can generate new equalities, updating the congruence closure structure, which can then collapse the transitivity graph further. We also extend the notion of a contradictory graph to include inconsistencies detected by other decision procedures integrated into the congruence closure, e.g. in the presence of datatypes and arithmetic.

### 5.2 Obtaining \( T \)-refuting Substitutions

The transitivity graph is not only able to detect ground unsatisfiability, but can also serve as a guide for finding \( T \)-refuters. We say there is a \( \preceq \)-edge from \( u \) to \( v \) if \((u, \preceq, v)\) and \((u, \not\equiv, v)\) are edges in \( G \). To find \( T \)-refuting substitutions for a set of equalities and inequalities, one can find pairs of vertices \( (v, w) \) that are connected by a \( \preceq \)-edge in the transitivity graph. If \( E \) is the set of known equalities at this point, a substitution \( \theta \) such that \( v\theta = w\theta \) under the equalities \( E\theta \) is a \( T \)-refuter; that is, \( \theta \) should be a rigid \( E \)-unifier [17] of \( v \) and \( w \).

This approach to finding \( T \)-refuters is clearly not complete. A more thorough but still incomplete approach is to consider a pair \( (v_1, w_1) \) connected by a \( \preceq \)-path containing a \( \preceq \)-edge, and another pair \( (w_2, v_2) \) connected by a \( \preceq \)-path. A substitution \( \theta \) that is a rigid \( E \)-unifier for \( \{v_1 = v_2, w_1 = w_2\} \) will also be a \( T \)-refuter.\(^6\)

In the general case, the transitivity graph can be searched to find a sequence of paths and a unifier \( \theta \) that concatenates the paths into a loop containing a \( \preceq \)-edge. Since \( \theta \) will be obtained incrementally in a congruence closure context, we define the following:

\(^6\) Edges labeled \( \not\prec \) and single \( \not\equiv \) edges can be similarly used to obtain \( T \)-refuting substitutions. To simplify the exposition, we omit these cases.
Definition 8. Given a substitution $\theta$ and a congruence closure structure $CC$, a substitution $\phi$ is a $\theta$-compatible rigid $CC$-unifier of congruence classes $v_1$ and $v_2$ iff $\phi$ is less general than $\theta$ and $\phi$ is a rigid $E$-unifier of $t_1$ and $t_2$ for some $t_1 \in v_1$ and $t_2 \in v_2$, where $E$ is the set of equations implicit in $CC$. We write $E_{\text{ngus}}(CC, \theta, v_1, v_2)$ for a set of $\theta$-compatible rigid $CC$-unifiers of $v_1$ and $v_2$.

Rigid $E$-unification is NP-complete [17]. In practice, we are content with quickly identifying a subset of the rigid $E$-unifiers. We collect $E$-unifiers using a fast, but again incomplete, test to eliminate redundant substitutions.

The procedure EXPAND defined below updates a set $S$ of $T$-refuting substitutions for the theory of partial orders. It searches the set of paths in the transitivity graph examining one sequence of paths at most once. $TC(v)$ denotes the $\preceq$-transitive closure from vertex $v$, i.e., the set of vertices reachable from $v$ by $\preceq$-edges. $TC^+(v)$ is $TC(v) \setminus \{v\}$. $V(G)$ is the set of vertices of $G$. $CC(G)$ is the congruence closure structure associated with $G$. After the invocation EXPAND $\left( G_0, v_0, v, \{v\} \right)$, each recursive call EXPAND $\left( G, v_1, v_2, \theta \right)$ maintains the invariants (a) $v_2 \in TC(v_1)$ in $G$, and (b) $G'$ is obtained from $G_0$ by asserting the equalities given by $\theta$. This is ensured by the function add-substitution, which merges nodes and collapses the graph as described above. The vertices $v'_1$ and $v'_4$ are the counterparts of $v_1$ and $v_4$ in $G'$. EXPAND must terminate, since the size of $V_1$ decreases with each recursive call.

$$S \leftarrow \emptyset ; \text{EXPAND}(G_0, v, v, \{v\}); \text{return } S;$$

where:

$$\text{EXPAND}(G, v_1, v_2, \theta) =$$

$$V_1 \leftarrow V(G) \setminus TC^+(v_1)$$

$$V_2 \leftarrow TC^+(v_2)$$

for each $(v_3, v_4) \in V_1 \times V_2$ do

$$S' \leftarrow E_{\text{ngus}}(CC(G), \theta, v_3, v_4)$$

for each $\theta' \in S'$ do

$$G' \leftarrow \text{add-substitution}(\theta', G')$$

if $G'$ is a contradictory graph

then $S \leftarrow S \cup \{\theta'\}$

else EXPAND $(G', v'_1, v'_4, \theta')$

In the worst case, EXPAND will search exponentially many paths. However, the moderate size of transitivity graphs arising from typical verification conditions, and the incremental unification restriction, make the procedure practical.

More general linear arithmetic inequalities are represented in a structure similar to a transitivity graph. The search for $T$-refuters proceeds in a way reminiscent to that of partial orders.

6 Examples

The STeP system is implemented in Standard ML of New Jersey. The times below, measured on a 200MHz ULTRA-Sparc SUN workstation, are only intended

---

Note that at this point we do not attempt, or need to, solve a (undecidable) simultaneous rigid $E$-unification problem.
to convey a rough idea of the speed of the procedure. We first show the performance of our backtracking implementation on some small but representative formulas:

1. Theory of partial orders: the validity of

\[(\forall x. (x \leq y \rightarrow P(x))) \land (\forall u. \exists z < u \rightarrow \exists v. (v < y \land P(v)))\]

is established in 0.07 seconds.

2. Theory of integers and rationals:

\[\forall t, s. (\exists x.t \leq P(x) \land s \leq t/2 \rightarrow \forall y. (y \leq s \rightarrow P(t/2 + y))\]

is proved valid in 0.04 seconds. The variables \(t, s, x, y\) range over the rationals. The formula

\[\forall t, s. (\exists x.t \leq P(x) \land s \leq t/2 \rightarrow \forall y. (y \leq s \rightarrow P(t/3 + y))\]

is not valid, and our procedure fails after 0.03 seconds, correctly suggesting the counter-example \(t = -2, s = y = -1\) for the universal-force variables.

3. Theory of total orders and arrays, making essential use of the procedure \textsc{Expand} (Section 5.2):

\[
\begin{align*}
&\forall i. y[i] \leq \max(y) \\
&\land \\
&\forall a. \text{inc}(a) > a \\
&\rightarrow \\
&\forall k. (k \leq y[j]) \\
&\rightarrow \\
&\forall i_1, i_2. k \leq \text{update}(y, \text{inc}(\max(y)), i_1[i_2])
\end{align*}
\]

This formula is proved valid in 0.37 seconds.

**Verification examples:** If a formula contains only universal force quantifiers, the generation of instantiations is not invoked, and the decision procedures only need to decide ground validity. The properties of a look-up table used in the hardware SRT division algorithm investigated in [9] fall under this class. Our procedure can prove the validity of such a property, which requires decision procedures for linear arithmetic and tuples in essential ways, by checking over 4,700 branches in 30 seconds.

Finally, we consider the verification conditions generated in the deductive verification of a parameterized real-time railroad-crossing example [7]. We tested our procedure on 75 verification conditions from this benchmark. Of these, 60 originally required interactive verification, where the user provided trivial quantifier instantiations and selected the right axioms from a set of background properties. Using the new procedure, all but 5 are proved automatically; the remaining still require a few obvious manual quantifier instantiations before the first-order procedure can automatically establish them.

We should note that the running times increase rapidly as the number of quantified background properties grow. The largest number of background axioms used in a successful run was 15, containing 9 existential force quantifiers.
<table>
<thead>
<tr>
<th>background axioms</th>
<th># atoms</th>
<th>variables instantiated</th>
<th>time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>21</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>22</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>21</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>28</td>
<td>4</td>
</tr>
</tbody>
</table>

Fig. 2. Results on verification conditions for a real-time safety property.

The theories essential in establishing the validity of these verification conditions include arrays and datatypes (including tuples and records), linear arithmetic, and equality, which, combined, interact with quantification.

Figure 2 describes the performance of our procedure in discharging verification conditions needed to verify a safety property of this system. The set of background axioms contained ground formulas and 3-4 quantifiers, for a total of 15-20 additional atoms (not counted in the figure). Formula 5 corresponds to a verification condition that was not established automatically (in a reasonable amount of time). After instantiating two of the 4 quantifiers in the interactive prover, the resulting formula was automatically established in 1.6 seconds.
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