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Abstract. We present two algorithms to prove termination of programs by synthesizing linear ranking functions. The first uses an invariant generator based on iterative forward propagation with widening and extracts ranking functions from the generated invariants by manipulating polyhedral cones. It is capable of finding subtle ranking functions which are linear combinations of many program variables, but is limited to programs with few variables.

The second, more heuristic, algorithm targets the class of structured programs with single-variable ranking functions. Its invariant generator uses a heuristic extrapolation operator to avoid iterative forward propagation over program loops. For the programs we have considered, this approach converges faster and the invariants it discovers are sufficiently strong to imply the existence of ranking functions.

1 Introduction

Proving total program correctness consists of two tasks: proving partial correctness, that is, proving that the relation between inputs and outputs satisfies its specification, and proving termination. While many techniques have been proposed to automatically establish termination of term rewriting systems [9], logic programs [15] and functional programs [12], the problem of demonstrating termination of imperative programs has received much less attention. Clearly, one possible strategy is to reduce the problem to one of the well-studied cases by program transformation, but such an approach often introduces additional complexities. For example, when translating an imperative program into a functional program, the recursive functions introduced to encode loops often fail to terminate for all inputs, necessitating the development of automatic methods to approximate the domains of these functions [2].

In [4], we presented a method for generating linear ranking functions to prove termination of program loops. The approach taken was to represent program invariants and transition relations as polyhedral cones and to construct
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linear ranking functions by manipulating these cones. The method made the
tact assumption that the loops are unnested. As such, it could generate com-
plex ranking functions for simple control structures, but was unable to construct
even simple ranking functions for complex structures. Furthermore, it could not
establish termination of unnested loops with multiple paths in which different
paths require different ranking functions, i.e., loops which can be proved termi-
nating using lexicographic ranking functions all of whose components are linear.
The aim of the present work is to generalize the approach and address these
shortcomings.

In this paper we propose two algorithms for proving termination of programs.
The first is capable of finding complex linear ranking functions to prove termina-
tion, and uses iterative forward propagation with widening to derive invariants
to justify the ranking functions. The second is more heuristic in nature, but is
faster for structured programs and is capable of handling larger programs.

2 Preliminaries

2.1 Program representation and Computational model

We present programs using SPL (Simple Programming Language) [14], a Pas-
cal-like programming language with well-defined semantics. As an underlying com-
putational model we use transition systems, a flexible first-order representation
of programs.

A program $P : \langle V, L, T, L_0, \Theta \rangle$ consists of the following components:

- $V$, a finite set of program variables; a state $\sigma$ is an assignment to all variables
  in $V$. An assertion is a first-order formula over $V$.
- $L$, a finite set of program locations.
- $T$, a finite set of transitions, where each transition $\tau$ is represented by a triple
  $\langle \ell, \ell', \rho \rangle$ consisting of a prelocation $\ell$, a postlocation $\ell'$, and an assertion $\rho$ over
  $V$ and $V'$, where $V'$ denote the variables in the next state. By $\text{post}(\rho, \varphi)$ we
denote the postcondition of $\tau$ with respect to an assertion $\varphi$, which is defined
as the set of states reachable by taking transition $\tau$ from a state satisfying
$\varphi$, that is, the set of states satisfying $\exists V_0 . \rho(V_0, V) \land \varphi(V_0)$.
- $L_0 \subseteq L$, the set of initial locations.
- $\Theta$, an assertion characterizing the initial states.

A configuration is a pair $\langle \ell, \sigma \rangle$ consisting of a location and a state. A compu-
tation $\pi$ is a potentially infinite sequence $\langle \ell_0, \sigma_0 \rangle, \langle \ell_1, \sigma_1 \rangle, \ldots$ of configurations such that $\ell_0$ is an initial location, $\sigma_0 \models \Theta$, and for each adjacent pair of configurations $\langle \ell_i, \sigma_i \rangle$ and $\langle \ell_{i+1}, \sigma_{i+1} \rangle$, there exists a transition $\tau = \langle \ell_i, \ell_{i+1}, \rho \rangle$ such
that $\sigma_i, \sigma_{i+1} \models \rho$.

2.2 Flow graphs

Flow graphs are convenient for representing the control structure of programs.
Recall that a directed graph $G = \langle V, E \rangle$ consists of a finite set of vertices $V$ and
a finite set of edges $E$, where each edge of $E$ is a pair $\langle v, v' \rangle$ of vertices of $V$. A path of $G$ is a potentially infinite sequence $v_1, v_2, \ldots$ of vertices such that for all $i > 0$, $\langle v_i, v_{i+1} \rangle \in E$. A finite path $v_1, \ldots, v_n$ is a cycle if $v_1 = v_n$. A graph is acyclic if none of its paths are cycles and strongly-connected if there is a path between every pair of vertices. A strongly-connected subgraph (SCS) of $G$ is a subgraph of $G$ which is strongly connected. An SCS $S$ is a maximal SCS (MSCS) if it is not a proper subgraph of an SCS of $G$. An MSCS consisting of a single vertex and no edges is said to be trivial.

A flow graph is a directed graph in which a subset of the vertices are distinguished as being initial. A path of a flow graph is said to be proper if its first vertex is initial. The control flow graph (CFG) of a program is the flow graph whose vertices are the control locations and which contains an edge $\langle \ell, \ell' \rangle$ for each transition $\tau = (\ell, \ell', \rho)$. The CFG of a program can be viewed as an abstraction of the program in which all variables are ignored: each computation of the program induces a path in the flow graph. However, not all paths of the flow graph correspond to computations of the program. Invariants and ranking functions are needed to refine this abstraction.

### 2.3 Ranking functions

A binary relation $\prec$ is called well-founded over a domain $D$ if there is no infinite descending chain, that is, no infinite sequence of elements $d_0, d_1, d_2, \ldots$ of $D$ such that $d_i \succ d_{i+1}$ for all $i \geq 0$. The most commonly used well-founded domain is that of the natural numbers with the $>$ relation.

Well-founded relations can be used to show that a certain set of program locations cannot be visited infinitely often. Let $\pi$ be an infinite computation of a program $P$. Since there are only finitely many locations, $\pi$ must visit some subset of the locations infinitely often. This subset must be an SCS of the CFG of $P$. To prove termination of the program, then, it suffices to show that no SCS of the CFG can be visited infinitely often. To do so, we exhibit a ranking function for each SCS of the CFG.

A ranking function $\delta$ for an SCS $S$ is a mapping from program states into a well-founded domain such that no transition associated with an edge of $S$ increases the measure assigned by $\delta$, and some transition decreases it. Thus the existence of a ranking function for $S$ implies that any infinite computation can take the decreasing transitions only finitely many times, and therefore, if it remains within $S$, it must eventually confine itself to a proper sub-SCS of $S$ which does not contain the decreasing transitions. If removal of these decreasing transitions from the SCS results in an acyclic graph, the SCS admits no infinite computations. If for each SCS of the CFG we can find a ranking function, we have shown that the program terminates.

### 2.4 Invariant assertions

An assertion $I$ is said to be invariant at location $\ell$ of a program $P$ if, for any computation $\pi$ of $P$, $I$ holds whenever $\pi$ reaches $\ell$. An invariant map $\mu$ is any
assignment of assertions to the locations of \( P \) such that \( \mu(\ell) \) is invariant at \( \ell \).

An invariant map \( \mu \) is said to be \textit{inductive} if, for every transition \( \tau = (\ell, \ell', \rho) \),
\[ \text{post}(\rho, \mu(\ell)) \models \mu(\ell'). \] Thus inductive invariant maps can be verified locally,
provided the assertion language is decidable.

It is often possible to compute non-trivial invariants for a program by iterative forward propagation in an abstract domain, a method known as \textit{abstract interpretation} [6]. Given a program \( P \) and a map \( \mu \), the operator \( \mathcal{F} \) is defined as follows:
\[
\mathcal{F}(\mu, P) = \bigcup_{\ell \in L} \{ \ell \mapsto \mathcal{G}(\mu, \ell) \}.
\]
with
\[
\mathcal{G}(\mu, \ell) = \begin{cases} 
\bigcup_{(\ell, \ell', \rho) \in T} \text{post}(\rho, \mu(\ell)) \cup \Theta & \text{if } \ell \text{ is initial,} \\
\bigcup_{(\ell, \ell', \rho) \in T} \text{post}(\rho, \mu(\ell)) & \text{otherwise}
\end{cases}
\]
Iterative application of \( \mathcal{F} \) to an initial map assigning \textit{false} to each location yields
the strongest map of inductive invariants expressible in the given assertion language, provided it converges. If the assertion language contains infinite ascending chains, a heuristic \textit{widening} operator is employed to ensure convergence for programs containing loops. The use of abstract interpretation to generate invariants expressible as systems of linear constraints was first proposed in [7].

When reasoning about infinite computations, it is often necessary to make use of assertions that may not hold every time a location is reached, but are guaranteed to hold in the limit. Given an SCS \( S \) with location \( \ell \), an assertion \( \varphi \) is said to be \textit{tail invariant} at \( \ell \) if, for any infinite computation \( \pi \) that never leaves \( S \), \( \varphi \) fails to hold when \( \pi \) reaches \( \ell \) only finitely many times. In other words, \( \varphi \) is an invariant of a suffix (or tail) of \( \pi \). Tail invariants allow us to ignore the program states in the first pass of iterative structures such as \textit{repeat} – \textit{until} loops, in which the loop condition is evaluated at the end of each iteration.

Given an SCS \( S \) and an invariant map \( \mu, \mu \) can be strengthened to a map of tail invariants of \( S \) by forward propagation restricted to \( S \). With each iteration, \( \mathcal{F} \) is applied to \( \mu \) and the resulting map is conjoined to the invariants of \( \mu \). It is sound, and usually sufficient, to terminate the forward propagation before a fixed point is reached.

### 2.5 Polyhedral cones and systems of linear constraints

Our invariant generator and our algorithm for generating ranking functions are based on polyhedral cones and systems of linear constraints.

A vector \( w \) is a \textit{linear combination} of vectors \( v_1, \ldots, v_n \) if \( w = \lambda_1 v_1 + \cdots + \lambda_n v_n \) and a \textit{conic combination} if \( \lambda_1, \ldots, \lambda_n \geq 0 \). The set of linear combinations of a set \( V \) is denoted \( \text{Lin}(V) \), while \( \text{Con}(V) \) denotes its conic combinations. A \textit{cone} is any set of vectors closed under conic combination. A pair \( (L, R) \) of sets of vectors is a \textit{generator} of the cone \( C \) if \( C = \text{Lin}(L) + \text{Con}(R) \). The vectors in
\(L\) are known as the *lines* of the generator, while the members of \(R\) are the *rays*. A cone is *polyhedral* if it possesses a finite generator. In this paper, we consider only polyhedral cones.

The polar \(C^*\) of a cone \(C\) is the set of vectors forming non-acute angles with every member of \(C\), i.e., \(C^* = \{w \mid w \cdot v \leq 0 \text{ for all } v \in C\}\). A cone is polyhedral iff its polar is polyhedral. A *double description* is a pair of cones \(\langle C, D \rangle\) satisfying \(D = C^*\), and the *double description method* is an algorithm for computing polars of polyhedral cones based on this dual representation [10].

A *linear constraint* is an assertion of the form \(\alpha_1 x_1 + \ldots + \alpha_d x_d + \beta \rho 0\), where \(\rho\) is = or \(\leq\). A conjunction of linear constraints is known as a *system*. The *theory* of a system \(S\) is the set of constraints satisfied by every solution of \(S\). It was proven by Farkas that the theory of a system \(S\) of linear constraints is the cone it generates, where the equalities are interpreted as lines and the inequalities are treated as rays.

The polar of a system \(S\) of linear constraints viewed as a cone admits two interpretations: It can be seen as the generator of solutions of \(S\) or as a homogeneous system of constraints on the coefficients of the consequences of \(S\). This second interpretation allows us to impose syntactic restrictions on the consequences of a system. For example, a variable \(x_i\) can be eliminated from a system by adding the constraint \(\alpha_i = 0\) to its polar. That is, \(\alpha_i = 0\) is added to the cone \(D\) in the representation \(\langle C, D \rangle\) of \(S\) using the double description method pair \(\langle C', D' \rangle\) with \(C'\) representing precisely those consequences of \(S\) in which the variable \(x_i\) does not appear.\(^1\) Given two systems \(S_1\) and \(S_2\), their *convex hull* \(S_1 \sqcup S_2\), i.e., the intersection of their consequences, can be computed by adding the constraints of the polar of \(S_2\) to the polar of \(S_1\).

3 An algorithm for generating ranking functions

3.1 Algorithm

The algorithm, of which a schematic outline is shown in Figure 1, consists of two phases. The first phase prepares the program for computing the ranking functions: invariants of \(P\) are generated and its CFG \(G\) is extracted. Then \(G\) is pruned by eliminating vertices from \(G\) that have an invariant of *false* and edges that can never be taken due to the unsatisfiability of the enabling condition of the corresponding transition relation given the generated invariants.

The ranking functions are computed in the second phase by the mutually recursive procedures \texttt{rank1} and \texttt{rank2}. Given a flow graph \(G\), \texttt{rank1} decomposes it into its MSCS's and invokes \texttt{rank2} on each non-trivial MSCS. If all MSCS's are trivial, \texttt{rank1} succeeds immediately.

Given an MSCS \(S\), \texttt{rank2} first partitions the variables of the program into those that are modified by some transition of \(S\) and those that are preserved by all transitions of \(S\). Next it computes the tail invariants. It then computes the set \(N\) of all linear expressions over the modified variables that do not increase under \(^1\) In essence, the double description method is used to simulate Fourier's elimination.
**Input:** program $P$

**Output:** ranking functions for each sccs or fail

1. Generate invariants $\mu$ for $P$; Extract the CFG $G$ of $P$; Prune $G$ using $\mu$
2. call rank1($G$)

**procedure rank1($G$)**

1. decompose $G$ into a list $L$ of mcs's
2. for each non-trivial $S \in L$ call rank2($S$)

**procedure rank2($S$)**

1. partition the variables for $S$
2. generate tail invariants of $S$
3. compute set $N$ of non-increasing expressions for $S$
4. for each $\tau \in S$ do
5. compute the set $D$ of bounded decreasing expressions for $\tau$
6. if $N \cap D \neq \emptyset$ do
7. output any expression of $N \cap D$ as a ranking function for $S$
8. remove $\tau$ from $S$
9. if no transitions were removed from $S$ then fail
10. call rank1($S$)

**Fig. 1.** General algorithm for generating ranking functions

Any transition of $S$. To do so, it first computes, for each transition $\tau = (\ell, \ell', \rho)$ of $S$, the set of expressions $e$ over modified variables such that

$$\mu(\ell) \land \rho \models e \geq e', \quad (1)$$

where $e'$ denotes $e$ with unprimed variables replaced by their primed versions. The computation is performed by representing the systems of linear inequalities $\mu(\ell)$ and $\rho$ as polyhedral cones, taking their union, then adding equations to the polar of the combined system, to eliminate the unmodified variables and to ensure that the primed and unprimed versions of the same modified variable appear with opposite sign. Projecting this cone onto the primed variables then yields the generator of the non-increasing linear expressions for $\tau$. (The precise details of this construction are presented in [4].) Taking the intersection of these cones over all $\tau \in S$ yields the set of expressions that are non-increasing over the entire mcs.

Then, rank2 computes for each transition $\tau = (\ell, \ell', \rho)$ the set of expressions that both decrease under and are bounded from below by $\tau$. That is, it computes the set of expressions $e$ over the modified variables for which there exists a positive constant $\beta$ and an expression $\Lambda$ over the unmodified variables such that

$$\mu(\ell) \land \rho \models e \geq e' + \beta \quad \text{and} \quad \mu(\ell) \land \rho \models e' \geq \Lambda. \quad (2)$$

The restriction of the lower bound $\Lambda$ to unmodified variables is necessary to ensure that the range of the purported ranking function is in fact well-founded. Again, rank2 performs this computation by manipulating systems of linear inequalities represented as polyhedral cones.
in \( n \): integer where \( n \geq 0 \)
in \( A \): array \([1 \ldots n]\) of integer
local \( i, j \): integer

\[
\ell_0: \ i := n \\
\ell_1: \ \text{while } i \geq 0 \ do \\
\quad \ell_2: \ j := 0 \\
\quad \ell_3: \ \text{while } j \leq i - 1 \ do \\
\quad \quad \ell_4: \ \text{if } A[j] > A[j + 1] \ then \\
\quad \quad \quad \ell_5: \ (A[j], A[j + 1]) := (A[j + 1], A[j]) \\
\quad \quad \ell_6: \ j := j + 1 \\
\quad \ell_7: \ i := i - 1
\]

Fig. 2. Program BUBBLESORT

Finally, for each transition \( \tau \) possessing an expression \( \delta \) which is bounded and decreasing under \( \tau \) and non-increasing over the entire MSCS \( S \), \texttt{rank2} outputs \( \delta \) as a ranking function for \( S \) and removes \( \tau \) from \( S \). If no such transition exists, \texttt{rank2} fails. Otherwise, \texttt{rank2} invokes \texttt{rank1} to find ranking functions for the MSCS's created by the removal of these transitions.

Notice that it is sound to make use of tail invariants of an SCS \( S \) when generating its ranking functions. If \( \delta \) can be shown to be both non-increasing over \( S \) and decreasing under \( \tau \) assuming tail invariants, then for any infinite computation which remains in \( S \), after finitely many steps in which \( \delta \) changes arbitrarily, \( \delta \) will attain a maximum value and then decrease whenever \( \tau \) is taken.

### 3.2 Examples

Consider the program BUBBLESORT shown in Figure 2. \texttt{rank1} decomposes the CFG \( G \) of this program into the non-trivial MSCS \( S_1 : \{\ell_1, \ldots, \ell_7\} \), and the trivial MSCS \( \ell_0 \). Given \( S_1 \), \texttt{rank2} finds that \( i \) is non-increasing over the MSCS and is bounded and decreasing under \( \tau_7 \), using the invariant \( i = j \land j \geq 0 \) generated for \( \ell_7 \).

Eliminating \( \tau_7 \) and decomposing the resulting graph yields a single new non-trivial MSCS \( S_2 : \{\ell_3 \ldots \ell_6\} \). For \( S_2 \), \texttt{rank2} finds that \(-j\) is non-increasing over the MSCS and bounded and decreasing under \( \tau_0 \). Note that partitioning the variables enables \( i \) to appear in the lower bound on \(-j\). Otherwise, the ranking function \( i - j \), involving more than one variable, would be needed to show termination of \( S_2 \).

Figure 3.2 shows a program with a slightly more complicated control structure which was derived from McCarthy's 91 function [13]. Given input \( x \), the function returns \( x - 10 \) if \( x > 100 \), and 91 otherwise. For this program, \texttt{rank2} generates \(-y_1\) for the MSCS \( \{\ell_3, \ell_4\} \) and \(-y_1 + 11 \times y_2\) for the MSCS \( \{\ell_5 \ldots \ell_{11}\} \).
Table 1. Run times for general algorithm on a 1GHz Xeon Pentium III processor with 2GB RAM, running Linux and Java 1.3.1

<table>
<thead>
<tr>
<th>Program</th>
<th>no. of variables</th>
<th>no. of statements</th>
<th>no. of loops</th>
<th>inv.gen. (msec)</th>
<th>rank.gen. (msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUBBLESORT</td>
<td>3</td>
<td>8</td>
<td>2</td>
<td>88</td>
<td>101</td>
</tr>
<tr>
<td>PERFECT</td>
<td>4</td>
<td>10</td>
<td>2</td>
<td>2328</td>
<td>149</td>
</tr>
<tr>
<td>MCCARTHY91</td>
<td>4</td>
<td>11</td>
<td>2</td>
<td>235</td>
<td>154</td>
</tr>
<tr>
<td>DETERMINANT</td>
<td>5</td>
<td>13</td>
<td>3</td>
<td>570</td>
<td>351</td>
</tr>
<tr>
<td>MATRIX-CHAIN</td>
<td>5</td>
<td>19</td>
<td>4</td>
<td>836</td>
<td>504</td>
</tr>
<tr>
<td>LUP-DECOMPOSITION</td>
<td>4</td>
<td>28</td>
<td>5</td>
<td>691</td>
<td>439</td>
</tr>
</tbody>
</table>

\[ \text{in } x : \text{integer} \\
\text{local } y_1, y_2, z : \text{integer} \\
\ell_0: (y_1, y_2) := (x, 1); \]
\[ \ell_1: \text{if } (y_1 > 100) \text{ then } \ell_2: z := y_1 - 10 \text{ else } \]
\[ \ell_3: \text{while } y_1 \leq 100 \text{ do } \ell_4: (y_1, y_2) := (y_1 + 11, y_2 + 1); \]
\[ \ell_5: \text{while } y_2 > 1 \text{ do } \]
\[ \ell_6: (y_1, y_2) := (y_1 - 10, y_2 - 1); \]
\[ \ell_7: \text{if } y_1 > 100 \land y_2 = 1 \text{ then } \ell_8: z := y_1 - 10 \text{ else } \]
\[ \ell_9: \text{if } y_1 > 100 \text{ then } \ell_{10}: (y_1, y_2) := (y_1 - 10, y_2 - 1); \]
\[ \ell_{11}: (y_1, y_2) := (y_1 + 11, y_2 + 1) \]

Fig. 3. Program derived from McCarthy’s 91 function

3.3 Some experimental results

We have implemented our algorithm in Java using the invariant generator and polyhedral cone library of STeP [1] and have applied it to several programs taken from [13] and [5], obtaining the results presented in Table 1. Note that most of the execution time is spent in the invariant generator.

Encouraged by these results, we then applied the algorithm to a larger program – an implementation of mergesort taken from [16] and shown in Fig.6. For this example, the initial results were disappointing. The invariant generator failed to converge in a reasonable amount of time. We then re-ran the algorithm, restricting the invariant generator to consider only the variables \( i, m, n, p, q \) and \( r \), which we knew \emph{a priori} to be the only variables relevant to termination. With this restriction, the invariant generator converged in 5 seconds, generating invariants sufficiently strong to demonstrate termination in 2.5 sec. The generated ranking functions are \(-p, m, r, q, \) and \(-i\) for the loops at \( \ell_2, \ell_{14}, \ell_{33}, \ell_{38}, \) and \( \ell_{49}, \) respectively, and the ranking functions \( q \) and \( r \) for the loop at \( \ell_{23}. \)

Unsatisfied with an algorithm that requires guidance in the form of a list of relevant variables to ensure convergence for a somewhat large, but not unduly
Input: program $P$
Output: invariant map $\mu$
1. construct CFG $G$ of $P$; initialize $\mu$ to $\emptyset$
2. call $\text{inv1}(G)$

procedure $\text{inv1}(G)$
1. decompose $G$ into an ordered list $L$ of MSCS’s
2. for each $S \in L$ in order do
   3. if $S$ is trivial then propagate assertions to $S$’s vertex
   4. else call $\text{inv2}(S)$

procedure $\text{inv2}(S)$
1. let $v$ be the header of $S$
2. if $\mu(v)$ is undefined then
   3. forward propagate assertions to $v$
   4. extrapolate $\mu(v)$ over $S$
5. remove from $S$ all edges to $v$
6. call $\text{inv1}(S)$

Fig. 4. Algorithm for generating invariants

complex program, we devised a more heuristic algorithm targeted at structured programs with simple ranking functions, which we present in the next section.

4 An alternate algorithm for generating ranking functions

Our heuristic algorithm is based on two observations concerning the programs we have considered. First, they are all written in structured programming languages and, therefore, have reducible CFG’s. Recall that a vertex $v$ dominates a vertex $w$ if every proper path to $w$ passes through $v$; a flow graph $G$ is reducible if every SCS $S$ contains a vertex $v$ that dominates it, called its header. Reducible flow graphs are well-structured: Their loops are properly nested.

Based on this observation, we devised an invariant generator that takes advantage of reducible CFG’s. The algorithm, shown in Figure 4, propagates assertions through the CFG. However, upon encountering a non-trivial SCS, rather than iterating with widening until convergence, the algorithm attempts to extrapolate an over-approximation of the fixed point, which it then propagates into and past the SCS.

The extrapolation algorithm used is simple. Given an assertion, represented as a system of linear inequalities, it first computes those consequences of the system involving only variables not modified in the SCS, that is, it eliminates the modified variables. Then an attempt is made to refine the (now invariant) assertion by preserving any bounds on the modified variables implied by the original system. The approach taken is to determine for each modified variable whether the original system implies a bound on that variable which is linear in the unmodified variables and which is preserved by each transition. If so, the approximation is strengthened by including this bound.
Input: program $P$
Output: ranking functions for each scs
1. Generate invariants $\mu$ for $P$; Extract CFG $G$ of $P$; Prune $G$ using $\mu$
2. call $\text{rank1}(G)$
3. if any scs does not have a ranking function, fail

procedure $\text{rank1}(G)$
1. decompose $G$ into a list $L$ of MSCS's
2. for each non-trivial $S \in L$ call $\text{rank2}(S)$

procedure $\text{rank2}(S)$
1. partition the variables for $S$
2. generate tail invariants of $S$
3. for each variable $v$ modified in $S$ do
   4. if $v$ is non-increasing/non-decreasing over $S$ then
   5. for each $\tau \in S$ do
   6. if $v$ is bounded and decreasing/increasing under $\tau$ then
   7. record $\tau$ and $v/\neg v$
8. remove from $S$ all edges to its header
9. call $\text{rank1}(S)$

Fig. 5. Algorithm for generating ranking functions

The second observation concerning the programs we consider is that, provided care is taken to distinguish between those variables that are modified in an scs and those that are preserved, all scs's of these programs possess single-variable ranking functions. Thus, a heuristic algorithm that restricts itself to ranking functions of this form is likely to prove termination of most loops while avoiding the overhead of manipulating polyhedral cones. An algorithm for generating ranking functions incorporating this idea is presented in Figure 5.

The algorithm visits the loops of the program and attempts to find single-variable ranking functions that justify the elimination of transitions of the loop that are not transitions of any inner loop. It records, for any ranking function discovered, both the function and the set of transitions whose removal is justified by the function. It then breaks all cycles of the loop from the loop header and invokes itself recursively. Note that, unlike the algorithm of Section 3, this algorithm continues to search for ranking functions of inner loops even if it fails to prove termination of the outer loops. The structure of reducible CFG's makes this possible. If, after visiting all loops, removing the decreasing transitions from the CFG results in an acyclic graph, the algorithm reports success.

We have implemented this second algorithm and applied it to the programs considered in Section 3, obtaining the results shown in Table 2. As expected, this algorithm fails on McCARTHY91, since no single-variable ranking function exists for the second MSCS. However, invariant generation is much faster than the iterative forward propagation with widening used in the previous section.
in $n$: integer where $n > 0$
local $i,j,k,l,t$: integer
local $h,m,p,q,r$: integer
local $up$: boolean
local $a$: array $[1..2 * n]$ of integer

\[
\ell_0: \quad up := T; \\
\ell_1: \quad p := 1; \\
\ell_2: \quad \textbf{repeat} \\
\quad \ell_3: \quad h := 1; \\
\quad \ell_4: \quad m := n; \\
\quad \ell_5: \quad \textbf{if} up \textbf{ then} \\
\quad \quad [\ell_6: \quad i := 1; \quad \ell_7: \quad j := 1; \quad \ell_8: \quad k := n + 1; \quad \ell_9: \quad l := 2 * n] \\
\quad \quad \textbf{else} \\
\quad \quad [\ell_{10}: \quad k := 1; \quad \ell_{11}: \quad l := n; \quad \ell_{12}: \quad i := n + 1; \quad \ell_{13}: \quad j := 2 * n]; \\
\quad \ell_{14}: \quad \textbf{repeat} \\
\quad \quad [\ell_{15}: \quad \textbf{if} m > p \textbf{ then} \ell_{16}: \quad q := p \textbf{ else} \ell_{17}: \quad q := m; \quad \ell_{18}: \quad m := m - q; \quad \ell_{19}: \quad \textbf{if} m > p \textbf{ then} \ell_{20}: \quad r := p \textbf{ else} \ell_{21}: \quad r := m; \quad \ell_{22}: \quad m := m - r; \\
\quad \quad \ell_{23}: \quad \textbf{while} (q > 0 \land r > 0) \textbf{ do} \\
\quad \quad \quad [\ell_{24}: \quad \textbf{if} a[i] < a[j] \textbf{ then} \\
\quad \quad \quad \quad [\ell_{25}: \quad a[k] := a[i]; \quad \ell_{26}: \quad k := k + h; \quad \ell_{27}: \quad i := i + 1; \quad \ell_{28}: \quad q := q - 1] \\
\quad \quad \quad \textbf{else} \\
\quad \quad \quad [\ell_{29}: \quad a[k] := a[j]; \quad \ell_{30}: \quad k := k + h; \quad \ell_{31}: \quad j := j - 1; \quad \ell_{32}: \quad r := r - 1]] \\
\quad \quad \ell_{33}: \quad \textbf{while} (r > 0) \textbf{ do} \\
\quad \quad \quad [\ell_{34}: \quad a[k] := a[j]; \quad \ell_{35}: \quad k := k + h; \quad \ell_{36}: \quad j := j - 1; \quad \ell_{37}: \quad r := r - 1]; \\
\quad \quad \ell_{38}: \quad \textbf{while} (q > 0) \textbf{ do} \\
\quad \quad \quad [\ell_{39}: \quad a[k] := a[i]; \quad \ell_{40}: \quad k := k + h; \quad \ell_{41}: \quad i := i + 1; \quad \ell_{42}: \quad q := q - 1]; \\
\quad \quad [\ell_{43}: \quad h := -h; \quad \ell_{44}: \quad t := k; \quad \ell_{45}: \quad k := l; \quad \ell_{46}: \quad l := t] \\
\quad \quad \textbf{until} m \leq 0; \\
\quad \quad \ell_{47}: \quad \textbf{up} := \neg up; \quad \ell_{48}: \quad p := 2 * p; \\
\quad \quad \textbf{until} p \geq n; \\
\quad \ell_{49}: \quad \textbf{if} \neg up \textbf{ then} \\
\quad \quad [\ell_{50}: \quad i := 1; \quad \ell_{51}: \quad \textbf{while} i \leq n \textbf{ do} \\
\quad \quad \quad [\ell_{52}: \quad a[i] := a[i + n]; \quad \ell_{53}: \quad i := i + 1]] \\
\]

Fig. 6. Program MERGESORT
<table>
<thead>
<tr>
<th>Program</th>
<th>no. of variables</th>
<th>no. of statements</th>
<th>no. of loops</th>
<th>inv.gen. (msec)</th>
<th>rank gen. (msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BUBBLESORT</td>
<td>3</td>
<td>8</td>
<td>2</td>
<td>67</td>
<td>72</td>
</tr>
<tr>
<td>PERFECT</td>
<td>4</td>
<td>10</td>
<td>2</td>
<td>76</td>
<td>75</td>
</tr>
<tr>
<td>MCCARTHY91</td>
<td>4</td>
<td>11</td>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DETERMINANT</td>
<td>5</td>
<td>13</td>
<td>3</td>
<td>169</td>
<td>186</td>
</tr>
<tr>
<td>MATRIX-CHAIN</td>
<td>5</td>
<td>19</td>
<td>4</td>
<td>216</td>
<td>233</td>
</tr>
<tr>
<td>LUP-DECOMPOSITION</td>
<td>4</td>
<td>28</td>
<td>5</td>
<td>186</td>
<td>208</td>
</tr>
<tr>
<td>MERGESORT</td>
<td>11</td>
<td>54</td>
<td>6</td>
<td>2665</td>
<td>3781</td>
</tr>
</tbody>
</table>

Table 2. Run times for heuristic algorithm on a 1GHz Xeon Pentium III processor with 2GB RAM, running Linux and Java 1.3.1

5 Conclusions

We present two algorithms to prove termination of programs. The first, more powerful algorithm is capable of finding subtle ranking functions which are linear combinations of many program variables, but is limited to short programs with few variables. The second, more heuristic algorithm, finds single-variable ranking functions in structured programs of larger size.

The approach taken by our first method bears resemblance to methods for automatically synthesizing polynomial interpretations [9] for establishing termination of term rewriting systems. For example, [11] extracts a system of non-linear constraints on the coefficients of low-degree polynomials which guarantee correctness, then uses a combination of heuristic instantiation and a variant of cylindrical algebraic decomposition [3] to solve these constraints. Our algorithm can be seen as employing the double description method to solve a system of linear constraints on the coefficients of a linear expression which guarantee monotonicity of the defined function and the well-foundedness of its range. Our second method is similar to the heuristic approach proposed in [8], which identifies candidate single-variable ranking functions based on bounds appearing in the program, then verifies them using decision procedures. Our heuristic algorithm combines these two steps, using the double description method as a decision procedure. In addition, by making use of an invariant generator, our algorithm is able to discover ranking functions whose bounds do not appear explicitly in the program, but are implicit.

We see the utility of our algorithms in their potential to be incorporated into light-weight static analysis tools to identify potentially nonterminating loops. Preliminary analysis of a Web server, implemented by some 30,000 lines of Java code, indicated that one third of the loops could be proved terminating directly with our methods. Combined with static analysis to identify loop invariants our methods would be able to handle about half of the loops. If in addition we augmented our methods with some simple mechanisms to keep track of the size of collections, more than 80% of the loops could be handled. Thus, incorporated
in an analysis tool, our methods could potentially relieve the programmer from checking 80% of the loops manually, if termination was a critical requirement.
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