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Abstract. We use alternating automata on infinite words to reduce the verification of linear temporal logic (LTL) safety properties over infinite-state systems to the proof of first-order verification conditions. This method generalizes the traditional deductive verification approach of providing verification rules for particular classes of formulas, such as invariances, nested precedence formulas, etc. It facilitates the deductive verification of arbitrary safety properties without the need for explicit temporal reasoning.

1 Introduction

Temporal logic is a powerful language for specifying properties of reactive systems. However, a specification language should be accompanied by verification methods to be useful in practice. For finite-state systems model checking provides such a verification method: it is (largely) automatic and applicable to arbitrary temporal properties. For infinite-state systems the situation is different. Although complete proof systems have been proposed for CTL [GF96] and LTL [MP91], the proof system presented for LTL requires the formula to be in a canonical form for the rules to be applicable. Transforming a formula into canonical form is expensive, the formula may grow exponentially, and worse, it may result in a formula that is so different from the original that the user’s intuition proves useless for constructing the invariants and intermediate assertions necessary to complete the proof.

In this paper we present a verification rule SAFE that reduces the proof of LTL safety formulas to the proof of first-order validities. The rule SAFE constructs an alternating automaton [Var96,Var97] for the formula to be proven. This automaton may have to be strengthened by the user. First-order verification conditions are then generated based on the structure and labeling of this automaton.

The approach resembles that of verification diagrams [BMS95] and assertion graphs [BBM97], which also reduce the proof of temporal properties to first-order
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verification conditions. In principle verification diagrams can be generated automatically (apart from the strengthening and refinement necessary for fairness), using an algorithm similar to the tableau construction for LTL, thus reducing a temporal property to first-order verification conditions. However, verification diagrams are based on (nondeterministic) ω-automata, and the size of the resulting diagram can, in the worst case, be exponential in the size of the formula, giving rise to a number of first-order verification conditions of the same order of magnitude, which clearly is undesirable. Alternating automata have an advantage over the regular ω-automata that they are linear in the size of the formula, thus making the number of verification conditions generated also proportional to it.

The remainder of the paper is organized as follows. Section 2 provides the preliminaries: it presents our computational model of transition systems, and specification language of linear temporal logic (LTL). Alternating automata and their models are introduced in Section 3. In Section 4 we give an algorithm to construct an alternating automaton for future LTL formulas, and we prove that the language accepted by the constructed automaton is precisely the set of sequences of states that satisfy the formula. Section 5 proposes the verification rules B-SAFE and SAFE that reduce the verification of future safety formulas to first-order verification conditions, and it is shown that the special verification rules of [MP95] are subsumed by this rule. In Section 6 we give an algorithm to construct an alternating automaton for LTL formulas involving past operators, and we propose a verification rule for such formulas. Finally, in Section 7 we discuss some of the limitations of these rules and give some ideas on how they could be overcome.

2 Preliminaries

2.1 Computational Model: Fair Transition Systems

The computational model used for reactive systems is that of a transition system [MP95] (Ts), $S = (V, \Theta_S, T)$, where $V$ is a finite set of variables, $\Theta_S$ is an initial condition, and $T$ is a finite set of transitions. A state $s$ is an interpretation of $V$, and $\Sigma$ denotes the set of all states. A transition $\tau \in T$ is a function $\tau : \Sigma \rightarrow 2^\Sigma$, and each state in $\tau(s)$ is called a $\tau$-successor of $s$. We say that a transition $\tau$ is enabled on $s$ if $\tau(s) \neq \emptyset$, otherwise $\tau$ is disabled on $s$. Each transition $\tau$ is represented by a transition relation $\rho_{\tau}(s, s')$, an assertion that expresses the relation between the values of $V$ in $s$ and the values of $V$ (referred to by $V'$) in any of its $\tau$-successors $s'$.

A run of $S$ is an infinite sequence of states such that the first state satisfies $\Theta_S$ and any two consecutive states satisfy a $\rho_{\tau}$ for some $\tau \in T$. A state $s$ is called $S$-accessible if it appears in some run of $S$. The set of all runs of $S$ is denoted by $L(S)$.

2.2 Specification Language: Linear Temporal Logic

The specification language studied in this paper is linear temporal logic. We assume an underlying assertion language which is a first-order language over
interpreted symbols for expressing functions and relations over some concrete domains. We refer to a formula in the assertion language as a state formula or assertion. A temporal formula is constructed out of state formulas to which we apply the boolean connectives and the temporal operators shown below.

Temporal formulas are interpreted over a model, which is an infinite sequence of states \( \sigma : s_0, s_1, \ldots \). Given a model \( \sigma \), a state formula \( p \) and temporal formulas \( \varphi \) and \( \psi \), we present an inductive definition for the notion of a formula \( \varphi \) holding at a position \( j \geq 0 \) in \( \sigma \), denoted by \( (\sigma, j) \models \varphi \).

For a state formula:

\[
(\sigma, j) \models p \quad \text{iff} \quad s_j \models p, \quad \text{that is, } p \text{ holds on state } s_j.
\]

For the boolean connectives:

\[
\begin{align*}
(\sigma, j) \models \phi \land \psi & \quad \text{iff} \quad (\sigma, j) \models \phi \text{ and } (\sigma, j) \models \psi \\
(\sigma, j) \models \phi \lor \psi & \quad \text{iff} \quad (\sigma, j) \models \phi \text{ or } (\sigma, j) \models \psi \\
(\sigma, j) \models \neg \phi & \quad \text{iff} \quad (\sigma, j) \not\models \phi .
\end{align*}
\]

For the future temporal operators:

\[
\begin{align*}
(\sigma, j) \models \Diamond \phi & \quad \text{iff} \quad (\sigma, j + 1) \models \phi \\
(\sigma, j) \models \Box \phi & \quad \text{iff} \quad (\sigma, i) \models \phi \text{ for all } i \geq j \\
(\sigma, j) \models \Diamond \phi & \quad \text{iff} \quad (\sigma, i) \models \phi \text{ for some } i \geq j \\
(\sigma, j) \models \phi U \psi & \quad \text{iff} \quad (\sigma, k) \models \psi \text{ for some } k \geq j, \\
& \quad \text{and } (\sigma, i) \models \phi \text{ for every } i, j \leq i < k \\
(\sigma, j) \models \phi V \psi & \quad \text{iff} \quad (\sigma, j) \models \phi U \psi \text{ or } (\sigma, j) \models \Box \phi .
\end{align*}
\]

For the past temporal operators:

\[
\begin{align*}
(\sigma, j) \models \Diamond \phi & \quad \text{iff} \quad j > 0 \text{ and } (\sigma, j - 1) \models \phi \\
(\sigma, j) \models \Box \phi & \quad \text{iff} \quad j = 0 \text{ or } (\sigma, j - 1) \models \phi \\
(\sigma, j) \models \Diamond \phi & \quad \text{iff} \quad (\sigma, i) \models \phi \text{ for all } 0 \leq i \leq j \\
(\sigma, j) \models \Diamond \phi & \quad \text{iff} \quad (\sigma, i) \models \phi \text{ for some } 0 \leq i \leq j \\
(\sigma, j) \models \phi S \psi & \quad \text{iff} \quad (\sigma, k) \models \psi \text{ for some } k \leq j, \\
& \quad \text{and } (\sigma, i) \models \phi \text{ for every } i, k < i \leq j \\
(\sigma, j) \models \phi B \psi & \quad \text{iff} \quad (\sigma, j) \models \phi S \psi \text{ or } (\sigma, j) \models \Box \phi .
\end{align*}
\]

An infinite sequence of states \( \sigma \) satisfies a temporal formula \( \phi \), written \( \sigma \models \phi \), if \( (\sigma, 0) \models \phi \). The set of all sequences that satisfy a formula \( \varphi \) is denoted by \( \mathcal{L}(\varphi) \), the language of \( \varphi \).

We say that a formula is a future (past) formula if it contains only state formulas, boolean connectives and future (past) temporal operators. We say that a formula is a general safety formula if it is of the form \( \Box \varphi \), for a past formula \( \varphi \).

A state formula \( p \) is called \( S \)-state valid if it holds over all \( S \)-accessible states. A temporal formula \( \varphi \) is called \( S \)-valid (valid over system \( S \)), denoted by

\[
S \models \varphi,
\]

if it holds over all runs of \( S \).
3 Alternating Automata

Alternating automata are a generalization of nondeterministic automata. Nondeterministic automata have an existential flavor: a word is accepted if it is accepted by some path through the automaton. On the other hand, †-automata [MP87] have a universal flavor: a word is accepted if it is accepted by all paths. Alternating automata combine the two flavors by allowing choices along a path to be marked as either existential or universal.

Example Consider the two automata shown in Figure 1. An arc between two edges denotes an “and” choice: both paths have to be accepting. The absence of an arc denotes the (regular) “or” choice.

![Alternating automata diagram](image)

**Fig. 1.** An alternating automaton $A_{alt}$ and a nondeterministic automaton $A_{nd}$.

Automaton $A_{alt}$ accepts only sequences of the form

$$\langle -,- \rangle, \langle p,- \rangle, \langle p,- \rangle, \langle p,- \rangle, \ldots$$

where a “−” denotes a “don’t care”. For a sequence to be accepted, it has to be accepted by both branches. Automaton $A_{nd}$, on the other hand, accepts sequences of the form

$$\langle -,- \rangle, \langle p,- \rangle, \langle p,- \rangle, \langle p,- \rangle, \langle p,- \rangle, \ldots$$

and sequences of the form

$$\langle -,- \rangle, \langle -,q \rangle, \langle -,- \rangle, \langle -,- \rangle, \langle -,- \rangle, \langle -,- \rangle, \ldots$$

Automata are usually defined with input symbols labeling the edges. However, for our purposes it is more convenient to have them label the nodes. Therefore our definition of alternating automata is somewhat different from those found in [Var96,Var97].
Definition 1 (Alternating Automaton) An alternating automaton \( \mathcal{A} \) is defined recursively as follows:

\[
\mathcal{A} := \epsilon \quad \text{empty automaton} \\
\ | \quad \langle \nu, \delta, f \rangle \quad \text{single node} \\
\ | \quad \mathcal{A} \wedge \mathcal{A} \quad \text{conjunction of two automata} \\
\ | \quad \mathcal{A} \vee \mathcal{A} \quad \text{disjunction of two automata}
\]

where \( \nu \) is a state formula, \( \delta \) is an alternating automaton expressing the next-state relation, and \( f \) indicates whether the node is accepting (denoted by +) or rejecting (denoted by −). We require that the automaton be finite.

The set of nodes of an alternating automaton \( \mathcal{A} \), denoted by \( \mathcal{N}(\mathcal{A}) \) is formally defined as

\[
\mathcal{N}(\epsilon) = \emptyset \\
\mathcal{N}(\langle \nu, \delta, f \rangle) = \mathcal{N}(\nu, \delta) \cup \mathcal{N}(f) \\
\mathcal{N}(\mathcal{A} \wedge \mathcal{A}_2) = \mathcal{N}(\mathcal{A}_1) \cup \mathcal{N}(\mathcal{A}_2) \\
\mathcal{N}(\mathcal{A} \vee \mathcal{A}_2) = \mathcal{N}(\mathcal{A}_1) \cup \mathcal{N}(\mathcal{A}_2)
\]

We denote with \( \mathcal{N}_{\text{rej}}(\mathcal{A}) \) the set of nodes of \( \mathcal{A} \) that are rejecting, that is,

\[
\mathcal{N}_{\text{rej}}(\mathcal{A}) = \{ n \in \mathcal{N}(\mathcal{A}) \mid f(n) = - \}
\]

Example The automata shown in Figure 1 can be written as follows:

\( \mathcal{A}_{\text{alt}} : \langle \text{true}, \mathcal{A}_1 \wedge \langle q, \mathcal{A}_2, + \rangle, + \rangle \) and \( \mathcal{A}_{\text{nd}} : \langle \text{true}, \mathcal{A}_1 \vee \langle q, \mathcal{A}_2, + \rangle, + \rangle \)

where

\( \mathcal{A}_1 = \langle p, \mathcal{A}_1, + \rangle \) and \( \mathcal{A}_2 = \langle \text{true}, \mathcal{A}_2, + \rangle \).

\( \Box \)

A path through a regular \( \omega \)-automaton is an infinite sequence of nodes. A “path” through an alternating \( \omega \)-automaton is, in general, a tree. To define the language of an alternating automaton, we first define a tree.

Definition 2 A tree is defined recursively as follows:

\[
T := \epsilon_T \quad \text{empty tree} \\
\ | \quad T \cdot T \quad \text{composition} \\
\ | \quad \langle \text{node}, T \rangle \quad \text{single node with child tree}
\]

A tree may have both finite and infinite branches.

Definition 3 (Run) Given an infinite sequence of states \( \sigma : s_0, s_1, \ldots \), a tree \( T \) is called a run of \( \sigma \) in \( \mathcal{A} \) if one of the following holds:

\[
\mathcal{A} = \epsilon \quad \text{and} \quad T = \epsilon \\
\mathcal{A} = n \quad \text{and} \quad T = \langle n, T' \rangle \text{ and } s_0 \vDash \nu(n) \text{ and } T' \text{ is a run of } s_1, s_2, \ldots \text{ in } \delta(n) \\
\mathcal{A} = \mathcal{A}_1 \wedge \mathcal{A}_2 \quad \text{and} \quad T = T_1 \cdot T_2, \text{ where } T_1 \text{ is a run of } \mathcal{A}_1 \text{ and } T_2 \text{ is a run of } \mathcal{A}_2 \\
\mathcal{A} = \mathcal{A}_1 \vee \mathcal{A}_2 \quad \text{and} \quad T \text{ is a run of } \mathcal{A}_1 \text{ or } T \text{ is a run of } \mathcal{A}_2
\]
**Definition 4 (Accepting run)** A run $T$ is *accepting* if every infinite branch contains infinitely many accepting nodes.

**Example** A run of the sequence

$$\sigma : \langle p, q \rangle, \langle p, q \rangle, \langle p, \neg q \rangle, \langle p, q \rangle, \ldots$$

in the automaton $A_{alt}$ of Figure 1 is shown in Figure 2. The run is clearly accepting since both branches contain infinitely many accepting nodes.  

![Diagram](image)

**Fig. 2.** Run of $\sigma : \langle p, q \rangle, \langle p, q \rangle, \langle p, \neg q \rangle, \langle p, q \rangle, \ldots$ in $A_{alt}$

**Definition 5 (Model)** An infinite sequence of states $\sigma$ is a *model* of an alternating automaton $A$ if there exists an accepting run of $\sigma$ in $A$.

The set of models of an automaton $A$, also called the *language of $A$*, is denoted by $\mathcal{L}(A)$.

## 4 Linear Temporal Logic: Future Formulas

It has been shown that for every LTL formula $\varphi$ there exists an alternating automaton $A$ such that $\mathcal{L}(\varphi) = \mathcal{L}(A)$ and the size of $A$ is linear in the size of $\varphi$ [Var97]. In [Var97] a construction method is given for such an automaton with propositions labeling the edges. Since we prefer to label the nodes with propositions (or, in our case, state formulas), we present a slightly different procedure. In the remainder of this paper we assume that all negations have been pushed in to the state level (a full set of rewrite rules to accomplish this is given in [MP95]), that is, no temporal operator is in the scope of a negation.

Given an LTL formula $\varphi$, an alternating automaton $A(\varphi)$ is constructed, as follows.

For a state formula $p$

$$A(p) = \langle p, e_A, +\rangle .$$
For temporal formulas $\varphi$ and $\psi$:
\[
\begin{align*}
A(\varphi \land \psi) &= A(\varphi) \land A(\psi) \\
A(\varphi \lor \psi) &= A(\varphi) \lor A(\psi) \\
A(\square \varphi) &= \langle \text{true}, A(\varphi), + \rangle \\
A(\lozenge \varphi) &= \langle \text{true}, A(\varphi), + \rangle \land A(\varphi) \\
A(\varphi U \psi) &= A(\psi) \lor (\langle \text{true}, A(\varphi U \psi), - \rangle \land A(\varphi)) \\
A(\varphi W \psi) &= A(\psi) \lor (\langle \text{true}, A(\varphi W \psi), + \rangle \land A(\varphi))
\end{align*}
\]

The constructions are illustrated in Figure 3.

![Alternating automata for the temporal operators $\square$, $\lozenge$, $U$, $W$](image)

Fig. 3. Alternating automata for the temporal operators $\square$, $\lozenge$, $U$, $W$

Note the close resemblance between these constructions and the expansion congruences [MP95]:
\[
\begin{align*}
\square \varphi &\approx \varphi \land \bigcirc \square \varphi \\
\lozenge \varphi &\approx \varphi \lor \bigcirc \lozenge \varphi \\
\varphi U \psi &\approx \psi \lor (\varphi \land \bigcirc (\varphi U \psi)) \\
\varphi W \psi &\approx \psi \lor (\varphi \land \bigcirc (\varphi W \psi))
\end{align*}
\]

Alternating automata represent these congruences completely, while in addition capturing the acceptance condition, not encoded in them.

**Example** The automaton for the wait-for formula, for state formulas $p$, $q$, and $r$:
\[
\varphi : \square (p \rightarrow qWr)
\]
is shown in Figure 4. A run for the sequence
\[
\sigma : \langle \neg p, -, - \rangle, \langle p, q, \neg r \rangle, \langle \neg p, q, \neg r \rangle, \langle p, \neg q, r \rangle, \langle \neg p, -, - \rangle, \langle \neg p, -, - \rangle, \ldots
\]
is shown in Figure 5.

The automaton for the formula

$$\varphi : \square (p \rightarrow q \mathcal{U} r)$$

is identical to that of Figure 4 except that node $n_4$ is rejecting.  

![Alternating automaton for $\square (p \rightarrow q \mathcal{U} r)$](image)

It is easy to see that, without changing the language of the automaton, we can make the following simplifications to the construction, for state formula $p$:

$$\mathcal{A}(\square p) = (p, \mathcal{A}(\square p), +)$$
$$\mathcal{A}(p \mathcal{U} \psi) = \mathcal{A}(\psi) \lor ((p, \mathcal{A}(p \mathcal{U} \psi), -)$$
$$\mathcal{A}(p \mathcal{W} \psi) = \mathcal{A}(\psi) \lor ((p, \mathcal{A}(p \mathcal{W} \psi), +)$$

In this case the automaton for $\square (p \rightarrow q \mathcal{W} r)$ becomes the one shown in Figure 6.

**Theorem 1.** For a future temporal formula $\varphi$, $\mathcal{L}(\varphi) = \mathcal{L}(\mathcal{A}(\varphi))$.

Before we prove this theorem, we state a supporting lemma, which we will use without mention in the proof below.

**Lemma 1.** For two automata $\mathcal{A}_1$ and $\mathcal{A}_2$,

1. $\mathcal{L}(\mathcal{A}_1) \cap \mathcal{L}(\mathcal{A}_2) = \mathcal{L}(\mathcal{A}_1 \land \mathcal{A}_2)$
2. $\mathcal{L}(\mathcal{A}_1) \cup \mathcal{L}(\mathcal{A}_2) = \mathcal{L}(\mathcal{A}_1 \lor \mathcal{A}_2)$

**Proof** This follows directly from the definition of a run.  

□
Fig. 5. Run

Fig. 6. (Simplified) Alternating automaton for $\Box(p \rightarrow qWr)$
Proof of Theorem 1 The proof is by induction on the structure of the formula. In each of the cases we assume an arbitrary sequence of states \( \sigma: s_0, s_1, \ldots \), and denote the sequence \( s_i, s_{i+1}, \ldots \) by \( \sigma^i \).

- \( \varphi \) is a state formula. In this case \( \mathcal{A} = \langle \varphi, e_A, + \rangle \). \( \mathcal{A} \) accepts all sequences whose first state satisfies \( \varphi \), which are exactly the sequences that satisfy \( \varphi \).

- \( \varphi = \varphi_1 \land \varphi_2; \varphi = \varphi_1 \lor \varphi_2 \). These follow directly from Lemma 1.

- \( \varphi = \bigcirc \psi \). In this case \( \mathcal{A}(\varphi) = \langle \text{true}, \mathcal{A}(\psi), + \rangle \). We prove the two directions separately.
  - Assume \( \sigma \in \mathcal{L}(\mathcal{A}(\varphi)) \). Then \( \sigma \) has an accepting run \( T \in \mathcal{A}(\varphi) \) such that \( T = \langle n, T' \rangle \), and \( T' \) is a run of \( \sigma^1 \) in \( \mathcal{A}(\psi) \). Clearly if \( T \) is accepting, so is \( T' \), and thus \( \sigma^1 \in \mathcal{L}(\mathcal{A}(\psi)) \). Then, by the inductive hypothesis, \( \sigma^1 \models \psi \); and thus, by the definition of \( \bigcirc \), \( \sigma \models \varphi \).
  - Assume \( \sigma \models \bigcirc \psi \). Then, \( \sigma^1 \models \psi \), and, by the inductive hypothesis, \( \sigma^1 \in \mathcal{L}(\mathcal{A}(\psi)) \), and, by the definition of a run, \( \sigma \in \mathcal{L}(\langle \text{true}, \mathcal{A}(\psi), + \rangle) \).

- \( \varphi = \square \psi \). In this case \( \mathcal{A}(\varphi) = \langle \text{true}, \mathcal{A}(\varphi), + \rangle \land \mathcal{A}(\psi) \). We prove the two directions separately.
  - Assume \( \sigma \models \square \psi \). Then, by the inductive hypothesis, \( \sigma \models \psi \), and, by the definition of \( \square \), \( \sigma \models \psi \), and, by the definition of a run, \( \sigma \in \mathcal{L}(\langle \text{true}, \mathcal{A}(\psi), + \rangle) \).

- \( \varphi = \Diamond \psi \). In this case \( \mathcal{A}(\varphi) = \langle \text{true}, \mathcal{A}(\varphi), + \rangle \land \mathcal{A}(\psi) \).
  - Assume \( \sigma \in \mathcal{L}(\mathcal{A}(\varphi)) \) and let \( T \) be a run of \( \sigma \) in \( \mathcal{L}(\mathcal{A}(\varphi)) \). Let \( n_0 \) be \( \langle \text{true}, \mathcal{A}(\bigcirc \psi), + \rangle \). We construct a tree \( T \) as shown in Figure 7, where \( T_{n_0} \) is an accepting run of \( \sigma^1 \) in \( \mathcal{A}(\psi) \), which exists since for all \( i \geq 0, \sigma^i \in \mathcal{L}(\mathcal{A}(\psi)) \). We claim that \( T \) is an accepting run of \( \sigma \) in \( \mathcal{A}(\bigcirc \psi) \) and therefore \( \sigma \models \mathcal{L}(\mathcal{A}(\bigcirc \psi)) \). Indeed, consider an infinite branch in \( T \). This branch is either \( n_0, n_0, n_0, \ldots \) or it ends in a \( T_{n_0} \). In any case it contains an infinite number of accepting nodes.

- \( \varphi = \Diamond \psi \). In this case \( \mathcal{A}(\varphi) = \langle \text{true}, \mathcal{A}(\varphi), + \rangle \land \mathcal{A}(\psi) \).
  - Assume \( \sigma \in \mathcal{L}(\mathcal{A}(\varphi)) \) and let \( T \) be a run of \( \sigma \) in \( \mathcal{L}(\mathcal{A}(\varphi)) \). Let \( n_0 \) be \( \langle \text{true}, \mathcal{A}(\bigcirc \psi), + \rangle \). Then \( T \) has to be of the form \( n_0, \ldots, n_0, T' \), where \( T' \) is an accepting run of \( \mathcal{A}(\psi) \). (Note that it cannot be \( n_0, n_0, \ldots \), because \( n_0 \) is rejecting.) Therefore there exists a suffix \( \sigma^i \) of \( \sigma \) such that \( \sigma^i \in \mathcal{L}(\mathcal{A}(\psi)) \). By the induction hypothesis, \( \sigma^i \models \psi \) and therefore \( \sigma \models \Diamond \psi \).

- \( \varphi = \varphi_1 \lor \varphi_2 \). The proof of these cases proceeds along the same lines as those for \( \square \psi \) and \( \Diamond \psi \), and is omitted.
5 Temporal Verification Rule for Future Safety Formulas

Alternating automata can be used to automatically reduce the verification of an arbitrary safety property specified by a future formula to first-order verification conditions, where a safety property is defined to be a property \( \varphi \), such that if a sequence \( \sigma \) does not satisfy \( \varphi \), then there is a finite prefix of \( \sigma \) such that \( \varphi \) is false on every extension of this prefix.

We define the initial condition of an alternating automaton \( \mathcal{A} \), denoted by \( \theta_A(\mathcal{A}) \), as follows:

\[
\begin{align*}
\theta_A(\varepsilon_A) & = true \\
\theta_A(\langle \nu, \delta, f \rangle) & = \nu \\
\theta_A(A_1 \land A_2) & = \theta_A(A_1) \land \theta_A(A_2) \\
\theta_A(A_1 \lor A_2) & = \theta_A(A_1) \lor \theta_A(A_2)
\end{align*}
\]

Intuitively, the initial condition of an automaton characterizes the set of initial states of sequences accepted by the automaton. For example, the initial condition of the automaton shown in Figure 4 is

\[
\theta_A(A) = \neg p \lor q \lor r .
\]

**Basic Rule**

Following the style of verification rules of [MP95] we can now present the basic temporal rule \( \text{b-safe} \), shown in Figure 8. In the rule we use the Hoare triple notation \( \{ p \} \tau \{ q \} \), which stands for \( p \land \rho \rightarrow q' \). The notation \( \{ p \} T \{ q \} \) stands for \( \{ p \} \tau \{ q \} \) for all \( \tau \in T \).

Premise T1, the Initiation Condition, requires that the initial condition of \( S \) implies the initial condition of the automaton \( \mathcal{A}(\varphi) \). Premise T2, the Consecution Condition, requires that for all nodes, \( n \in N(\mathcal{A}(\varphi)) \), and for all transitions \( \tau \in T \), \( \tau \), if enabled, leads to the initial condition of the next-state automaton of \( n \).
For a future safety formula $\varphi$ and ts $S : (V, \Theta, T)$,

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1.</td>
<td>$\Theta \to \Theta_A(A(\varphi))$</td>
</tr>
<tr>
<td>T2.</td>
<td>${\nu(n)} T {\Theta_A(\delta(n))}$ for $n \in N(A(\varphi))$</td>
</tr>
</tbody>
</table>

$S \vdash \varphi$

**Fig. 8. Basic temporal rule $b$-safe**

**General Rule**

As is the case with the rules $b$-INV and $b$-WAIT in [MP95], rule $b$-safe is hardly ever directly applicable, because the assertions labeling the nodes are not inductive; they must be strengthened. To represent the strengthening of an automaton, we add a new label $\mu$ to the definition of a node, $\langle \mu, \nu, \delta, f \rangle$, where $\mu$ is an assertion, and we change the definition of $\Theta_A$ for a node into

$$\Theta_A(\langle \mu, \nu, \delta, f \rangle) = \mu.$$

Using these definitions, Figure 9 shows the more general rule $safe$ that allows strengthening of the intermediate assertions.

For a future safety formula $\varphi$, ts $S : (V, \Theta, T)$, and strengthened automaton $A(\varphi)$

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>T0.</td>
<td>$\mu(n) \rightarrow \nu(n)$ for $n \in N(A(\varphi))$</td>
</tr>
<tr>
<td>T1.</td>
<td>$\Theta \rightarrow \Theta_A(A(\varphi))$</td>
</tr>
<tr>
<td>T2.</td>
<td>${\mu(n)} T {\Theta_A(\delta(n))}$ for $n \in N(A(\varphi))$</td>
</tr>
</tbody>
</table>

$S \vdash \varphi$

**Fig. 9. General temporal rule $safe$**

Note that terminal nodes, that is, nodes with $\delta = \epsilon_A$, never need to be strengthened. This is so, because termination conditions from terminal nodes are all of the form $\mu(n) \wedge \rho_r \rightarrow true$, since $\Theta_A(\epsilon_A) = true$, and thus trivially valid.

Some strengthening can be applied automatically. For automata of the form

$$A : n_0 : (true, A, f) \wedge A_1$$


node $n_0$ can be strengthened with $\theta_A(A_t)$ without changing the language of the automaton. In the following special cases we will apply this default strengthening.

**Special Cases**

We consider the relation between rule `SAFE` and the special verification rules of [MP95].

**INV**

For an invariance formula $\varphi : \Box p$, with $p$ a state formula, the (simplified) automaton $A(\varphi)$ consists of a single node $n_0$, labeled by $p$ and with next-state automaton $n_0$. If we strengthen node $n_0$ with $\chi$, rule `SAFE` produces the following verification conditions (after applying the default strengthening):

\[
\begin{align*}
\text{T0. } & \chi \rightarrow p \quad \text{for } n_0 \\
\text{T1. } & \Theta_S \rightarrow \chi \\
\text{T2. } & \{\chi\} \mathcal{T} \{\chi\} \quad \text{for } n_0
\end{align*}
\]

which is identical to rule `INV`.

**WAIT**

For a wait-for formula,  

$\varphi : \Box(p \rightarrow q Wr)$

rule `SAFE`, using the automaton shown in Figure 6 with node $n_3$ strengthened by $\chi$, results in the following verification conditions (after applying the default strengthening):

\[
\begin{align*}
\text{T0. } & \chi \rightarrow q \quad \text{for } n_3 \\
\text{T1. } & \Theta_S \rightarrow \neg p \lor r \lor \chi \\
\text{T2. } & \{\neg p \lor r \lor \chi\} \mathcal{T} \{\neg p \lor r \lor \chi\} \quad \text{for } n_0 \\
& \{\chi\} \mathcal{T} \{\chi \lor r\} \quad \text{for } n_3
\end{align*}
\]

Comparing these conditions with those of rule `WAIT` we notice that the state-validity $p \rightarrow \chi \lor r$ in `WAIT` has been replaced by the invariance conditions for the same formula, represented by T1 and the first set of conditions of T2. The other conditions are identical.
N-WAIT

Consider the nested wait-for formula, with $p, q_0, \ldots, q_n$ state formulas:

$$\Box(p \rightarrow q_n W(q_{n-1} \ldots W(q_1 Wq_0) \ldots))$$

The procedure described above generates the (simplified) automaton shown in Figure 10 for this formula. It is easy to see that this automaton will generate the same verification conditions as given in NWAIT, again with the exception that the state validity in NWAIT is replaced by the invariance conditions for the same formula.

![Fig. 10. Alternating automaton for $\Box(p \rightarrow q_n W(q_{n-1} \ldots W(q_1 Wq_0) \ldots))$]

**Theorem 2 (Soundness of rule B-SAFE).** For a TS $\mathcal{S}$ and future safety formula $\varphi$, if the premises $T_1$ and $T_2$ of rule B-SAFE are $\mathcal{S}$-state valid then $\mathcal{S} \vDash \varphi$.

Before we prove this theorem we present some supporting definitions and lemmas.

**Definition 6 (k-Run)** A finite tree $T$ is a $k$-run of an infinite sequence of states $\sigma: s_0, s_1, \ldots$ in an alternating automaton $\mathcal{A}$ if one of the following holds:

- $\mathcal{A} = E_\mathcal{A}$ and $T = E_T$
- $\mathcal{A} = n$ and $T = (n, T')$ and $s_0 \vDash n$ and
  - (a) $k = 1$ and $T' = E_T$, or
  - (b) $k > 1$ and $T'$ is a $(k-1)$-run of $\sigma^1$ in $\delta(n)$
- $\mathcal{A} = A_1 \land A_2$ and $T = T_1 \cdot T_2$ and $T_1$ is a $k$-run of $\sigma$ in $A_1$ and $T_2$ is a $k$-run of $\sigma$ in $A_2$
- $\mathcal{A} = A_1 \lor A_2$ and $T$ is a $k$-run of $\sigma$ in $A_1$ or $T$ is a $k$-run of $\sigma$ in $A_2$
**Definition 7 (k-Model)** An infinite sequence of states $\sigma$ is a $k$-model of an alternating automaton $A$ if there exists a $k$-run of $\sigma$ in $A$.

**Example** The sequence

$$\langle \lnot p, -, - \rangle, \langle p, q, \lnot r \rangle, \langle -, -, - \rangle, \ldots$$

is a 2-model of the automaton shown in Figure 4. Its 2-run is shown in Figure 11.

![Figure 11](image)

**Definition 8 (k-Nodes)** The set of $k$-nodes of a tree $T$, written $N_k(T)$ consists of the nodes present at depth $k$. Formally:

$$N_k(\epsilon_T) = \emptyset$$

$$N_k(\langle n, T \rangle) = \begin{cases} \{n\} & \text{if } k = 1 \\ N_{k-1}(T) & \text{otherwise} \end{cases}$$

$$N_k(T_1 \cdot T_2) = N_k(T_1) \cup N_k(T_2)$$

**Example** For the tree $T$ shown in Figure 5, $N_1(T) = \{n_0, n_1\}$, $N_2(T) = \{n_0, n_1, n_3, n_4\}$, $N_3(T) = \{n_0, n_1, n_3, n_4\}$, etc.

**Lemma 2.** For an infinite sequence of states $\sigma : s_0, s_1, \ldots$, $k > 0$, and alternating automata $A$, $A_1$, and $A_2$ the following hold:

- $\sigma$ is a $k$-model of $\epsilon_A$.
- $\sigma$ is a $k$-model of $A = n$ if $s_0 \in \nu(n)$ and $\sigma^1$ is a $(k-1)$-model of $\delta(n)$.
- $\sigma$ is a $k$-model of $A_1 \land A_2$ if $\sigma$ is a $k$-model of $A_1$ and $\sigma$ is a $k$-model of $A_2$.
- $\sigma$ is a $k$-model of $A_1 \lor A_2$ if $\sigma$ is a $k$-model of $A_1$ or $\sigma$ is a $k$-model of $A_2$.

**Proof** These follow directly from the definition of $k$-run and $k$-model.
Lemma 3 (Initial Condition). An infinite sequence of states $\sigma : s_0, \ldots$ is a 1-model of an alternating automaton $A$ iff $s_0 \vDash \theta_A(A)$.

Proof The proof is by induction on the structure of the automaton.

- $A = \epsilon_A$. By lemma 2, the sequence $\sigma$ is a 1-model of $A$; $\theta_A(\epsilon_A) = \text{true}$ and thus $s_0 \vDash \theta_A(A)$.
- $A = n$. The sequence $\sigma$ is a 1-model of $A$ iff $s_0 \vDash \nu(n)$ iff $s_0 \vDash \theta_A(A)$.
- $A = A_1 \land A_2$. By lemma 2, the sequence $\sigma$ is a 1-model of $A$ iff $\sigma$ is a 1-model of $A_1$ and $\sigma$ is a 1-model of $A_2$, iff, by the inductive hypothesis, $s_0 \vDash \theta_A(A_1)$ and $s_0 \vDash \theta_A(A_2)$, iff $s_0 \vDash \theta_A(A_1) \land \theta_A(A_2)$, iff, by the definition of $\theta_A$, $s_0 \vDash \theta_A(A_1 \land A_2)$.
- $A = A_1 \lor A_2$. Similar to the above case.

Lemma 4. If an infinite sequence of states $\sigma$ is a $k$-model of an alternating automaton $A$ with $k$-run $T$, and if for all nodes $n \in N_k(T)$, $\sigma^k$ is a 1-model of $\delta(n)$, then $\sigma$ is a $(k + 1)$-model of $A$.

Proof Assume $T$ is a $k$-run of $\sigma$ in $A$, and for all $n \in N_k(T)$ $\sigma^k$ is a 1-model of $\delta(n)$ with 1-run $T_n$. Then we can construct a tree $T'$ by replacing each occurrence of $(n, e_T)$ in $T$ by $(n, T_n)$. It is easy to see that $T'$ is a $(k + 1)$-run of $\sigma$ in $A$, and thus $\sigma$ is a $(k + 1)$-model of $A$.

Lemma 5. An infinite sequence of states $\sigma : s_0, s_1, \ldots$ is a $k$-model, with $k > 0$, of an alternating automaton $A$, with $k$-run $T$ iff for all $1 \leq j \leq k$, for all nodes $n \in N_j(T)$, $s_{j-1} \vDash \nu(n)$.

Proof By induction on $k$, and the structure of the tree $T$.

Example Consider Figure 5. The state $s_2 : \langle \neg p, q, \neg r \rangle$ indeed satisfies the assertion $\nu$ of all nodes in $N_3(T) = \{n_0, n_1, n_3, n_4\}$.

Lemma 6. Given a TS $S$, a future temporal formula $\varphi$, and an infinite sequence of states $\sigma \in L(S)$, if the premises $T_1$ and $T_2$ are $S$-state valid, then $\sigma$ is a $k$-model of $A(\varphi)$ for all $k > 0$.

Proof The proof is by induction on $k$.

- Base case. By the definition of a run of $S$, $s_0 \vDash \theta_S$, and thus, by premise $T_1$, $s_0 \vDash \theta_A(A(\varphi))$. Then, by lemma 3, $\sigma$ is a 1-model of $A(\varphi)$.
- Inductive step. Assume $\sigma$ is a $k$-model of $A(\varphi)$ with $k$-run $T$. Then, by lemma 5, for all $n \in N_k(T)$, $s_{k-1} \vDash \nu(n)$. By the consecution requirement for runs, there exists some transition $\tau \in T$ such that $(s_{k-1}, s_k)$ satisfies $\rho_\tau$. By premise $T_2$, for every node $n \in N(A(\varphi))$, every transition starting from a state that satisfies $\nu(n)$ leads to a state that satisfies $\theta_A(\delta(n))$, and thus, by lemma 3 and lemma 4, $\sigma$ is a $(k + 1)$-model of $A(\varphi)$.
Lemma 7. For a safety formula $\varphi$, if a sequence of states $\sigma$ is a $k$-model of $A(\varphi)$ for any $k > 0$, then $\sigma$ is a model of $A(\varphi)$.

Proof This follows directly from the definition of a safety formula: a safety property holds iff it cannot be violated in finite time. \hfill $\square$

Proof of Theorem 2 Consider a TS $\mathcal{S}$ and a future safety formula $\varphi$ and assume that the premises $T1$ and $T2$ are $\mathcal{S}$-state valid. Consider an arbitrary sequence of states $\sigma \in L(\mathcal{S})$, and future safety formula $\varphi$. By lemma 6, $\sigma$ is a $k$-model of $A(\varphi)$ for all $k > 0$. Then, by lemma 7, $\sigma$ is a model of $A(\varphi)$. Finally, by theorem 1, $\sigma \models \varphi$. \hfill $\square$

6 Past formulas

In Section 4 we showed how to construct alternating automata for LTL formulas containing future operators only. Here we will extend the procedure to include past operators as well.

To define an alternating automaton for LTL formulas including past operators, we add a component $g$ to the definition of a node, such that a node is now defined as

$$<\nu, \delta, f, g>$$

where $g$ indicates whether the node is past (indicated by "←") or future (indicated by "→").

To accommodate the presence of past nodes we extend the notions of a run and model of an automaton.

Definition 9 (Run) Given an infinite sequence of states $\sigma : s_0, s_1, \ldots$, and a position $j \geq 0$, a tree $T$ is called a run of $\sigma$ at position $j$ if one of the following holds:

- $\mathcal{A} = \varepsilon_A$ and $T = \varepsilon_T$
- $\mathcal{A} = n$ and $T = <n, T'>$ and $s_0 \not\vDash \nu(n)$ and
  - (a) $T'$ is a run of $\sigma$ in $\delta(n)$ at $j + 1$, if $g(n) = \rightarrow$, or
  - (b) $T'$ is a run of $\sigma$ in $\delta(n)$ at $j - 1$, if $g(n) = \leftarrow$ and $j > 0$, or
  - (c) $T' = \varepsilon_T$ if $g(n) = \leftarrow$, $f(n) = +$, and $j = 0$
- $\mathcal{A} = \mathcal{A}_1 \land \mathcal{A}_2$ and $T = T_1 \cdot T_2$, $T_1$ is a run of $\mathcal{A}_1$ and $T_2$ is a run of $\mathcal{A}_2$
- $\mathcal{A} = \mathcal{A}_1 \lor \mathcal{A}_2$ and $T$ is a run of $\mathcal{A}_1$ or $T$ is a run of $\mathcal{A}_2$

Definition 10 (Accepting run) A run $T$ is accepting if every infinite branch of $T$ contains infinitely many accepting nodes.

Definition 11 (Model at $j$) An infinite sequence of states $\sigma$ is a model of an alternating automaton $\mathcal{A}$ at position $j$ if there exists an accepting run of $\sigma$ in $\mathcal{A}$ at position $j$. 
**Definition 12 (Model)** An infinite sequence of states \( \sigma \) is a model of an alternating automaton \( \mathcal{A} \) if it is a model at position 0.

Given an LTL formula \( \varphi \), an alternating automaton \( \mathcal{A}(\varphi) \) is constructed as before, where all nodes constructed before are future nodes, and with the following additions for the past operators:

\[
\begin{align*}
\mathcal{A}(\otimes \varphi) &= \langle \text{true}, \mathcal{A}(\varphi), +, \leftarrow \rangle \\
\mathcal{A}(\odot \varphi) &= \langle \text{true}, \mathcal{A}(\varphi), -, \leftarrow \rangle \\
\mathcal{A}(\oplus \varphi) &= \langle \text{true}, \mathcal{A}(\square \varphi), +, \leftarrow \rangle \land \mathcal{A}(\varphi) \\
\mathcal{A}(\varphi \mathcal{S} \psi) &= \mathcal{A}(\psi) \lor (\langle \text{true}, \mathcal{A}(\varphi \mathcal{S} \psi), -, \leftarrow \rangle \land \mathcal{A}(\varphi)) \\
\mathcal{A}(\varphi \mathcal{B} \psi) &= \mathcal{A}(\psi) \lor (\langle \text{true}, \mathcal{A}(\varphi \mathcal{B} \psi), +, \leftarrow \rangle \land \mathcal{A}(\varphi))
\end{align*}
\]

Again, these constructions closely resemble the expansion congruences for the past formulas:

\[
\begin{align*}
\square \varphi &\approx \varphi \land \odot \square \varphi \\
\odot \varphi &\approx \varphi \lor \odot \odot \varphi \\
\varphi \mathcal{S} \psi &\approx \psi \lor (\varphi \land \odot (\varphi \mathcal{S} \psi)) \\
\varphi \mathcal{B} \psi &\approx \psi \lor (\varphi \land \odot (\varphi \mathcal{B} \psi))
\end{align*}
\]

**Example** For a causality formula \( \square (p \rightarrow \odot r) \) with \( p, q \), and \( r \) state formulas, the automaton is shown in Figure 12.

---

**Fig. 12.** Alternating automaton for \( \square (p \rightarrow \odot r) \)

We denote with \( \mathcal{P}N(\mathcal{A}) \) the past nodes of \( \mathcal{A} \) and with \( \mathcal{F}N(\mathcal{A}) \) the future nodes of \( \mathcal{A} \).

We can now formulate the verification rule \texttt{GSAFE}, shown in Figure 13, that is applicable to arbitrary general safety formulas. Again, we augment the definition of a node with a strengthening \( \mu \).
For a general safety formula $\varphi$, and TS $S : (V, \Theta_S, T)$, and strengthened automaton $A(\varphi)$

\begin{align*}
\text{T0.} & \quad \mu(n) \to \nu(n) \quad \text{for } n \in N(A(\varphi)) \\
\text{T1.} & \quad \Theta_S \to \theta_A(A(\varphi)) \\
\text{T2.} & \quad \{\mu(n)\} T \{\theta_A(\delta(n))\} \quad \text{for } n \in \mathcal{F}N(A(\varphi)) \\
& \quad \{\mu(n)\} T^{-1} \{\theta_A(\delta(n))\} \quad \text{for } n \in \mathcal{P}N(A(\varphi)) \\
\text{T3.} & \quad \Theta_S \to \neg \mu(n) \quad \text{for } n \in \mathcal{P}N_{ref}(A(\varphi)) \\
\end{align*}

$S \not\models \varphi$

**Fig. 13.** General safety rule \texttt{gsafe}

Premise T0 requires that the assertions used to strengthen the node imply the original assertions. Premise T1 requires that the initial condition of the system implies the (strengthened) initial condition of the automaton for $\varphi$. Premise T2 requires the regular consecution condition for all future nodes, and the inverse consecution condition for all past nodes, where $T^{-1} = \{\tau^{-1} \mid \tau \in T\}$ and

$$\{p\} T^{-1} \{q\} = p' \land \rho \to q'.$$

Finally, premise T3 requires that no initial state satisfies a rejecting past node. This last requirement ensures that “promises for the past” are fulfilled before the first state is reached.

**Special cases**

As for future formulas we compare the verification conditions produced by rule \texttt{gsafe} with the premises of a special verification rule involving past operators presented in [MP95].

\texttt{caus}

For a causality formula $\varphi : \Box (p \to \Diamond r)$ with $p, q$, and $r$ state formulas, rule \texttt{gsafe}, based on the automaton shown in Figure 12 with node $n_2$ strengthened
with $\chi$, results in the following verification conditions:

\[
\begin{align*}
T0. & \quad \chi \rightarrow true \quad \text{for } n_2 \\
T1. & \quad \Theta_S \rightarrow \neg p \lor \chi \lor r \\
T2. & \quad \{\neg p \lor \chi \lor r\} \land \{\neg p \lor \chi \lor r\} \quad \text{for } n_0 \\
& \quad \{\chi\} T^{-1} \{\chi \lor r\} \quad \text{for } n_2 \\
T3. & \quad \Theta_S \rightarrow \neg \chi
\end{align*}
\]

For state formulas $p$ and $r$, the premises of the rule \textsc{caus} are the following:

\[
\begin{align*}
C1. & \quad p \rightarrow \chi \lor r \\
C2. & \quad \Theta_S \rightarrow \neg \chi \lor r \\
C3. & \quad \{\chi\} T^{-1} \{\chi \lor r\}
\end{align*}
\]

Premise C1 corresponds to premises T1, and T2 for $n_0$. Premise C2 is represented by the (stronger) premise T3, and premise C3 is identical to premise T2 for $n_2$.

7 Discussion

The work presented in this paper is a first attempt to use alternating automata as a basis for the deductive verification of LTL properties. We have shown that it successfully generalizes several of the special verification rules for the corresponding classes of formulas, thus obviating the need to implement these rules separately in a verification tool. Instead the single rule \textsc{gsafe} suffices. The rule \textsc{safe} has been implemented in \textsc{STeP}, the Stanford Temporal Prover, a verification tool for algorithmic and deductive verification of reactive systems [BBC$^+$95,BBC$^+$00].

It is straightforward to extend rule \textsc{safe} to general reactivity properties by adding a fourth premise

\[
\text{T3. } \Box \Diamond \neg \mu(n) \quad \text{for all rejecting nodes } n \in N_{\text{rej}}(A(\varphi))
\]

which can be reduced to first-order verification conditions by one of the rules given in [MP91]. The reason we have omitted this extension from this paper is that we found this rule not useful for many of these properties. We are currently working on a more general rule that allows the application of different proof methods on different parts of the automaton. This will be presented in a forthcoming paper.

8 Related Work

Alternating finite state automata over finite words were first introduced in [CKS81] and shown to be exponentially more succinct than nondeterministic
automata. In [MH84] it was shown that alternating finite automata on infinite words with Büchi acceptance conditions are as expressive as nondeterministic ω-automata with Büchi acceptance conditions, and in [MSS88,Var94] it was shown that for every LTL formula an alternating Büchi automaton can be constructed that is linear in the size of the formula. In [Var95,Var96,Var97] alternating automata are used as the basis for a model checking algorithm for finite-state systems and both linear and branching time temporal logics. In [Var98] a theory of two-way alternating automata on infinite trees is developed to check satisfiability of μ-calculus formulas with both forward and backward modalities. In that paper a direction is introduced in the next-state relation, redirecting a run to the parent node when encountering a past operator. The procedure presented in this paper takes the opposite approach for past operators: it reverses the direction in the sequence, instead of in the automaton.

Deductive verification methods using automata include a sound and complete proof rule based on ϕ-automata [MP87], and generalized verification diagrams [BMS95,MBSU98].
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